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SBE TTP: Medium: “Securing Cyber Space: Understanding the Cyber Attackers and Attacks via
Social Media Analytics” [PI: Hsinchun Chen, University of Arizona; Salim Hariri, University of Arizona;
Tom Holt, Michigan State University].  Keywords: cyber security, hacker community analysis, social media
analytics, malware attribution, hacker forums and IRC, hacker web research portal

Cyber Security is an important challenge in today's world, as corporations, governments, and
individuals have increasingly become victims of cyber attacks and hacking. Such attacks exploit
weaknesses in technical infrastructures and human behavior. Understanding the motivations and
incentives of individuals and institutions, both as attackers and defenders, can aid in creating a more
secure and trustworthy cyberspace. Developing “methods to model adversaries” is one of the critical but
unfulfilled research needs recommended in the “Trustworthy Cyberspace” report by the National Science
and Technology Council (2011). Demand for knowledge and tools to conduct cyber crime has grown so
widespread that entire international virtual communities and black markets have spawned across the
Internet to help facilitate trade between cyber criminals scattered in different parts of the world. Black
market participants often offer expertise, snippets of code, or fully-developed applications in exchange for
other virtual goods or financial gain. Despite a high relevance to our society, cyber criminal communities
and related activities have remained largely unexplored. Existing web social media content presents a rich
opportunity for various research opportunities, as virtual communities often maintain large stores of
useful data digestible through many forms of computational analyses. The discussions and interactions
occurring on such communities allow high-impact, data-driven research; researchers are able to
empirically test hypotheses and discover new, unprecedented phenomena. Online anonymity, multilingual
challenges, hacker community culture, and the sheer volume of online messages contributed by the
diverse cyber citizens all make cyber content analysis an essential yet strenuous research endeavor.

To address these challenges, we are motivated to develop an integrated and scalable computational
social media collection and analytics framework in support of the cyber attacker community analysis. Our
research team will address important social science research questions of relevance to hacker skills,
community structure and ecosystem, contents and artifacts, and cultural differences. We will develop
automated hacker forums and IRC (Internet Relay Chat) collection techniques for the international (U.S.,
Russian and Chinese) hacker communities. We will also deploy scalable honeypot platforms to collect
malware in the wild and generate feature representation for malware attribution. The proposed integrated
computational framework and the resulting algorithms and software will allow researchers and
practitioners to: (1) detect, classify, measure and track the formation, development and spread of topics,
ideas, and concepts in cyber attacker social media communication; (2) identify important and influential
cyber criminals and their interests, intent, sentiment, and opinions in online discourses; and (3) induce and
recognize hacker identities, online profiles/styles, communication genres, and interaction patterns. We
will leverage our highly successful computational Dark Web research in terrorism informatics. In this
SBE/TTP project, we will develop open source tools, a large longitudinal research testbed, and a web-
based Hacker Research Portal in support of cyber attacker community investigation and research. These
resources will be introduced to the inter-disciplinary community of social, computing, and cyber security
researchers and practitioners. The PI, Dr. Hsinchun Chen, is a leader in security informatics research, with
his highly successful projects of COPLINK for crime data mining and Dark Web for open source
terrorism social media analytics, both funded by NSF. Our research team consists of experts in hacker
community research (Dr. Tom Holt, School of Criminal Justice, with current funding from National
Institute of Justice) and cybersecurity and autonomic computing research (Dr. Salim Hariri of Electrical
and Computer Engineering Department, with current funding from NSF and Dept. of Defense).

The primary intellectual merit of our research resides in: (a) methodological contributions to SBE by
developing automated multilingual content analysis and social media analytics techniques and open
source tools to assist SBE scholars in studying strategic communication in critical social media; (b)
providing a rich, large-scale, longitudinal, open source collection of hacker community field data to
support timely and data-driven SBE research exploration and hypothesis testing; (c) exploring hacker
community structure and ecosystem across different international communities. The broader impacts of
this research include: (a) transitioning research into practice (TTP) by leveraging our previous research to
create a sustainable testbed supporting research modeling cyber security adversaries; (b) assisting
researchers and practitioners in detecting interesting and important phenomena in strategic
communication in cyber security related social media; (c) supporting analysts and decision makers in
understanding the motivation, incentives, dynamics, ecosystems, and trends associated with the cyber
attacker community.
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SBE TTP: Medium: “Securing Cyber Space: Understanding the Cyber Attackers and Attacks via
Social Media Analytics” [PI: Hsinchun Chen, University of Arizona; Salim Hariri, University of
Arizona; Tom Holt, Michigan State University].

1. Introduction

Cyber security is an important challenge in today's world as corporations, governments, and individuals
have increasingly become victims of cyber attacks. Such attacks exploit weaknesses in technical
infrastructures and human behavior. Understanding the motivation and incentives of individuals and
institutions, both as attackers and defenders, can aid in creating a more secure and trustworthy
cyberspace. Instead of taking a reactive approach to infrastructure protection and damage control,
proactive cyber security attribution and situational awareness of the sources of attacks will allow
researchers and practitioners to better understand the community of cyber attackers (and the closely
affiliated hacker community), their profiles and incentives, and the associated vast underground cyber
criminal networks and ecosystems. Developing “methods to model adversaries” is one of the critical but
unfulfilled research needs recommended in the “Trustworthy Cyberspace” report by the National Science
and Technology Council (2011).

Demand for knowledge and tools to conduct cyber crime has grown so widespread that entire
international virtual communities and black markets have spawned across the Internet to help facilitate
trade between cyber criminals scattered in different parts of the world. Black market participants often
offer expertise, snippets of code, or fully-developed applications in exchange for other virtual goods or
financial gain. Yet despite their high impact, cyber criminal communities and related activities have
remained largely unexplored. Existing web social media content presents a rich opportunity for research
and analysis, as virtual communities often maintain large stores of useful data digestible through many
forms of computational analyses. The discussions and interactions occurring on such communities allow
scientists to conduct high-impact, data-driven research; researchers are able to empirically test various
existing hypotheses, and discover new, unprecedented phenomena. Online anonymity, multilingual
challenges, hacker community culture, and the sheer volume of online messages contributed by the
diverse cyber citizens all make cyber content analysis an essential yet strenuous research endeavor.

To address these challenges, we are motivated to develop an integrated and scalable computational
collection and analytics framework in support of the cyber attacker community analysis. Our research
team will address important social science research questions of relevance to cyber attacker or hacker
skills, community structure and ecosystem, contents and artifacts, and cultural differences. We will
develop automated hacker forums and IRC (Internet Relay Chat) collection techniques for the
international (US, Russian and Chinese) hacker communities. We will also deploy scalable honeypot
platforms to collect malware in the wild and generate feature representation for malware attribution. The
proposed integrated computational framework and the resulting algorithms and software will allow social
science researchers and security practitioners to: (1) detect, classify, measure and track the formation,
development and spread of topics, ideas, and concepts in cyber attacker social media communication; (2)
identify important and influential cyber criminals and their interests, intent, sentiment, and opinions in
online discourses; and (3) induce and recognize hacker identities, online profiles/styles, communication
genres, and interaction patterns.

We will leverage our highly successful computational Dark Web research in terrorism informatics. In
this SBE/TTP project, we will develop open source tools, a large longitudinal research testbed, and a
web-based Hacker Research Portal to support cyber attacker community investigation and research. These
resources will be introduced to the inter-disciplinary community of social science and cyber security
researchers and practitioners. The PI, Dr. Hsinchun Chen, is a leader in security informatics research who
has directed highly successful NSF-funded projects including COPLINK (public safety and crime data
mining) and Dark Web (open source terrorism social media analytics). Our research team consists of
experts in hacker community research (Dr. Tom Holt, School of Criminal Justice, with current funding
from the National Institute of Justice) and cyber security and autonomic computing research (Dr. Salim
Hariri of the Electrical and Computer Engineering Department, with current funding from NSF and the
Department of Defense).

2. Securing Cyber Space: Modeling Cyber Security Adversaries
In this section we review the cyber security concerns facing the world and the research opportunities for



understanding cyber attackers and attacks.

2.1 Cyber Security Concerns and the Hacker Community

As computers and the Internet become more ubiquitous within our society, the security of networks and
information technologies remains a growing concern. Critical infrastructures such as smart power grids
and communication networks are facing an increasing number of cyber-based threats, many of which are
capable of causing serious disruption of services and permanent harm to systems (Meserve, 2009). Theft
of sensitive data has been an emerging problem experienced by a rising number of individuals,
businesses, and governments. Technologies enabling cybercriminals to hijack machines from across the
Internet have also become more widely available, leading to a rise in botnets and malicious Internet
traffic. In the U.S., the Department of Defense has recognized that cyber space is unsecure and a need
exists for more cyber security research, education and training (Ackerman, 2011).

Alarmingly, as our society becomes more dependent on cyber infrastructure, the availability of
technologies and methods to commit cybercrime have also become more readily available. Moore and
Clayton (2009) and Abbasi et al. (Abbasi, Chen, et al., 2010) discovered in their research that cyber
attacks and e-commerce phishing sites are becoming more and more common, often performed with the
assistance of legitimate tools. For example, cyber criminals will often gain unauthorized access to
legitimate web servers in order to host phishing websites and plant malware (Abbasi, Chen et al., 2010).

Demand for knowledge and tools to conduct cybercrime has grown so widespread that entire virtual
communities and black markets have been spawned across the Internet to help facilitate trade between
cybercriminals. Black market participants often offer expertise, snippets of code, or fully-developed
applications in exchange for other virtual goods or financial gain (Holt & Lampke, 2010; Radianti &
Gonzalez, 2009). Some even offer themselves as mercenaries, assisting other cybercriminals with
projects such as customizing standard malware packages to avoid anti-virus detection or to disable
firewalls and other security software suites (Chu et al., 2010; Motoyama, et al., 2011). There seems to be
no shortage of willing individuals to assist each other in committing cybercriminal activities. Much
collaboration seems to stem from discussions and trade originating in black markets.

With these and other threats recognized, recent research has focused on exploring how and where
cybercrime occurs. Past research has observed that cybercriminals often congregate in virtual
communities that they create, most commonly in Internet Relay Chat (IRC) networks or online forums
(Holt et al., 2012; Holt & Kilger, 2012). These communities appear to be central to many cybercriminal
operations; technical expertise, pirated software, code examples, malicious tools, and collaboration can all
be found within such communities. Thus, they serve an important role in identifying the nature of
cybercrime and should be closely scrutinized.

2.2 Social Science Research on the Hacker Community

Social science research on the hacker community suggests that actors vary in their skill and practical
ability to apply hacking techniques against various targets (Holt 2007; Jordan & Taylor 1998; Taylor
1999). It is thought that a top tier of hackers have the complex skills needed to create software and tools
to facilitate complex automated attacks against a variety of systems (Holt 2007; Holt & Kilger 2012;
Jordan & Taylor 1998). Below this group lies a larger proportion of hackers with less technical skill, but
who can apply tools and techniques to engage in attacks with or without authorization from system
owners (Holt & Kilger 2012). Finally, the largest proportion of the hacker community has limited
knowledge of computers, but learns techniques and acquires resources from the two groups above in order
to expand their knowledge further (Holt 2007; Jordan & Taylor 1998; Taylor 1999).

The distribution of skill is thought to be consistent across hacker populations in industrialized nations
including China, Russia, and the United States. There is substantive evidence that a number of actors in
these nations are involved in the creation and distribution of malware and sophisticated zero day exploits
targeting financial institutions and government agencies (Symantec 2012). There is, however, no real
empirical research that provides a direct comparison between hackers in these nations to validate these
claims. In fact, there is some evidence of differences in regional preferences for tools and
communications methods. For instance, Chinese hackers appear to prefer to communicate via QQ or use
social networking sites in Baidu while Russian hackers prefer ICQ and Vkontakte (Holt & Kilger 2012).
Additionally, there is some evidence of differences in the attack tools preferred by actors by country, such
as the use of certain trojans like Pinch in the Russian community (Chu et al., 2010). Thus, there is a need



for substantive research to document these variations and test the validity of skill distributions within and
across these nations.

The generally small body of empirical research on the hacker community in the social sciences is due
in part to difficulties in accessing active hackers through interviews and survey methodologies (Holt
2007; Gilboa 1996; Jordan & Taylor 1998; Taylor 1999). The hacker subculture encourages and values
information sharing with other hackers, but stresses secrecy when communicating with outsiders due to
prospective legal risks for the admission of criminal hacks (Holt 2007; Jordan & Taylor 1998). As a
consequence, many malicious hackers appear to be absent from voluntary survey research or qualitative
interviews (Bachmann 2010).

An alternative and very rich data source lies in the use of on-line data from various forms of
Computer Mediated Communications (CMCs) where actors discuss and exchange information about
serious forms of illegal hacking, such as the creation and sale of malware, management and leasing of
active botnets, and the sale of stolen financial information (Chu et al. 2010; Franklin et al., 2007; Decary-
Hetu & Dupont 2012; Holt & Lampke 2010; Motoyama et al. 2011; Thomas & Martin 2006). For
instance, the content of forums can be used to assess various aspects of the hacker community, such as the
distribution of users’ skills based on user comments, rank or status labels (Chu et al., 2010; Decary-Hetu
& Dupont 2012; Holt, 2007; Holt & Lampke 2010). Additionally, information can be generated on the
scope of illicit markets, such as botnet sales and the economic factors affecting the cost of products (Chu
et al., 2010; Franklin et al., 2007; Motoyama et al., 2011). In some cases forums can even be used as
malware repositories that allow users to download tools freely for their own use (Chu et al., 2010).

While forums provide significant insights into the hacker community, social science researchers who
utilize forum data sets typically employ qualitative methods due to the difficulties in automating large
scale data collection and quantitative analyses (e.g. Chu et al., 2010; Holt, 2007, 2009; Holt & Lampke,
2010). The ability to leverage techniques to capture large quantities of data in a distributed fashion from
multiple forms of CMC could greatly expand the analysis capability of researchers and engender the
identification of hidden networks of actors as well as variations in hacker communities across place and
over time. In addition, this could be used to address fundamental questions related to computer hacking
and cybercrime generally, such as the prevalence and costs of stolen data and malware services (Chu et al.
2010; Franklin et al. 2007; Holt & Lampke 2010; Thomas & Martin 2006), the flow of information
between participants in on-line communities (Decary-Hetu & Dupont 2012; Decary-Hetu, Morselli, &
Leman-Langlois 2012; Holt 2012; Holt et al. 2008; Motoyama et al. 2011), and the factors that affect
individual reputation and social status within large scale communities (Holt 2009; Holt & Lampke 2010;
Mann & Sutton 1998; Motoyama et al. 2011).

Based on our review, it appears there are many reasons to and opportunities for extending cyber
security research by combining social science methodology, computational techniques, and security
analysis. There are numerous critical and emerging questions social science and security researchers
should ask themselves when considering pursuing new studies:

e What types of hierarchies and skill composition exist within hacker communities? Are meritocracies
and reputation-based social structures the only ones that exist?

e Do hacking cultures vary across nationalities? How are English, Chinese, and Russian hacking
groups different and similar? In which geopolitical regions is cyber security a growing problem?

How do hacking groups evolve over time? What can temporal data analysis reveal in this context?

How else do hackers make use of peer-to-peer networks? What types of content are hidden within

such networks, such as Tor and 12P?

e Many studies appear to utilize manual techniques to collect and analyze data, perhaps due to crawling
counting-measures that many hacker communities employ. How can we develop more useful
automated or semi-automated techniques for this application context?

Dr. Holt, who is a leading expert in hacker community research will lead the social science research
(SaTC SBE Perspective), with the aid of the computational tools and network infrastructure developed by
Drs. Chen and Hariri. Dr. Holt’s research will increase understanding of the motivation, incentives,
dynamics, ecosystems, and trends associated with the cyber attacker community. Our proposed
computational framework and techniques for hacker community collection and analytics will provide
significant methodological contributions to SBE by making available automated multilingual content
analysis and social media analytics techniques and open source tools to assist SBE scholars in studying



strategic communication in critical social media. Our research will also provide a rich, large-scale,
longitudinal, open source collection of hacker community field data to support timely and data-driven
SBE research exploration and hypothesis testing.

3. Hacker Community Analysis: Overview

In this section, we review existing hacker community literature and identify several areas for future
research. Specifically, we summarize past work focused on identifying, collecting, and analyzing hacker
communities. We include implementation details of research methodologies when possible. Multiple
research gaps are identified and discussed for possible exploration and research extensions.

3.1 Identification Strategies

Hacker forums and IRC channels are the two major avenues for identifying the international hacker
community. Much hacker community domain knowledge is required for this task.

3.1.1 Hacker Forums

A review of related literature reveals that the majority of researchers often refer to third parties for
information about hacker forums. Others may conduct keyword searches in an attempt to find forums on
their own, or scrutinize known forums for hyperlinks and references to unknown communities.

Public Sources: The simplest method used to identify hacker forums is to refer to third-party sources
for data and information. Motoyama et al (2011) was able to acquire the full SQL server data dumps of
multiple English and German hacker forums. Other researchers look to third parties for information on
hacker forums, rather than raw data, as it is generally more available to the security community. Radianti
et al (2007) found a hacker forum cited in cybercrime covered in news media and was able to directly
visit the forum. Similarly, other researchers have utilized other non-traditional sources, such as the
Google Safe Browsing API, to acquire data on malicious, cybercrime related websites (Cova et al., 2010).

Keyword Searches: Another method commonly used by researchers to identify hacker forums is to
conduct a series of keyword searches. For example, Holt & Lampke (2010) crafted the keyword search
“carding dump purchase sale cvv” to identify hacker black markets where stolen credit card information
is sold. They were able to create the keyword based on their domain knowledge and explorations in past
studies. This approach seems to be common in many similar studies on hacker forums (Fallman et al.,
2010; Holt, 2010).

Link Identification: It is common practice to scrutinize known forums for links to other hacker forums
and communities. Many studies found that hacker forum participants often cite or refer to other hacker
communities (Radianti et al., 2009b; Fallman et al., 2010; Holt et al., 2012). Thus, a snowball approach
using one forum to identify many others could be promising.

3.1.2 IRC Channels

Cyber security research conducted on IRC channels often focuses on both hacker communities and
botnets. Hacker community IRC research is similar to forum studies, as researchers attempt to locate
hacker discussions and cybercriminal black markets. Conversely, botnet related research is more focused
on identifying botnet command & control (C&C) channels, which are chat rooms often used by
cybercriminals to control large groups of malware-infected computers with malicious intent.

Hacker IRC Identification: As stated in aforementioned studies, the participants of a hacker
community will often cite and provide URLs of other hacker communities. This includes IRC channels
(Radianti et al., 2009b; Radianti, 2010). Scrutinizing known communities is key to finding new IRC
channels to study. Some researchers make use of special IRC commands and functionality to find new
hacker IRC channels. Some IRC servers support the IRC list command, which allows a user to query an
IRC server for a list of existing channels (Fallmann et al., 2010).

Botnet C&C Identification: A different research focus for some security researchers is to identify
botnet command and control (C&C) channels. These channels are used by cybercriminal “botmasters” to
give commands to collections of malware-infected computers that covertly join the IRC channel and wait
for instruction. C&C identification techniques generally attempt to observe common botnet behaviors
across multiple IRC channels, or utilize a “honeypot” approach, which involves the voluntary capture of
malware and analysis of execution behaviors in attempt to identify hidden network connection attempts to
botnet C&C channels (Chu et al., 2010). Many open source honeypot clients (“honeyclients”) exist which
can be used by researchers to quickly set-up a honeypot environment on any normal computer. Both
Mielke & Chen (2008) and Wang et al. (2009) report that zombie computers connected to a botnet are



often times nicknamed in a standardized, sequential order for the botnet operator’s convenience. Research
suggests that broad monitoring of multiple channels and observations of a regularly migrating population
of users between channels may reveal botnet operations (Tsai et al., 2011).

3.2 Collection Procedures

3.2.1 Hacker Forums

Similar to forum identification methods, collection procedures in reviewed literature take both manual
and automated approaches. Manual approaches are the simplest and most accessible for researchers, but
are time-consuming and may not yield complete coverage of a forum. Automated techniques are more
difficult to employ, but are much quicker and can collect much more data in a given time. However, many
hacker communities utilize anti-crawling measures in order to protect themselves from researchers and
law enforcement; these counter-measures must be circumvented.

Manual Collection: Most of the reviewed literature resorted to manual collection or simple
observation of live hacker communities. Some researchers simply observe live forums without attempting
any sort of collection (Holt, 2010; Yip, 2011). Holt (2010) states this method is valuable because it helps
avoid researcher contamination of studies. Yip (2011) follows the same methodology by manually
browsing Chinese hacker communities and draws conclusions after observations. Other researchers have
manually downloaded observed threads in order to build a collection and preserve information (Radianti
et al., 2007; Radianti et al., 2009b; Holt & Lampke, 2010; Radianti, 2010). It is important to store data
intended for research offline, as hacker forums may sometimes spontaneously disappear due to hosting
provider changes, attacks from other hackers, or simply to reduce visibility of participants (Radianti,
2010).

Automated Collection: Other researchers utilize more automated data collection methods. For
example, Benjamin & Chen (2012) used a web crawler to automatically collect all publicly available
content from America and Chinese hacker forums. In some cases, it may be necessary to use proxy
servers and other identity obfuscation software to evade detection and attacks from other hackers (Goel,
2011). Crawling counter-measures are sometimes put in place by hacker communities, such as limiting
bandwidth consumption or page views over a certain period of time. Configuring crawlers to make use of
proxy servers for multiple IP addresses can be used to circumvent such limitations (Fallman et al., 2010;
Fu et al., 2010). Others have paired a web crawler with a honeypot system that can detect when a web
page attempts to execute malicious code through browser vulnerabilities. This helps with automated
detection of additional cybercriminal web contents when using automated crawlers (Zhuge et al., 2008,
Cova et al., 2010).

3.2.2 IRC Channels

There are two common techniques used to collect IRC chat data; both involve logging of real-time chat.
Some researchers visit IRC channels and log data manually or use automated bots from within channels.
Others who have captured malware with honeypots can simply log network packets related to the IRC
protocol. In either case, researchers can assemble complete records of chat data and IRC channel activity.

In-channel Logging: If a researcher gains access to an IRC channel, they can simply log all IRC
channel activities and chat interactions. Some researchers prefer manual collection and coding of
observed data, as it is the easiest way to build a data set (Radianti et al., 2009b). Others use software bots
to automatically join IRC channels and log data in real-time; automated collection can often lead to more
complete coverage of a channel, with logged data sometimes spanning over several months (Franklin et
al., 2007; Fallmann et al., 2010). Some research also exploits various IRC commands to collect additional
data (Fallmann et al., 2010).

Homneypot Observation: Researchers using honeypots can simply monitor network traffic related to
the IRC protocol (Lu & Ghorbani, 2008; Mielke & Chen, 2008; Lu et al., 2009; Paxton et al., 2011). In a
honeypot environment, researchers can observe all inbound and outgoing network traffic. IRC protocol
packets contain information such as who connected to and left a channel, what connected users are saying
in their messages, and all other visible activity one would normally observe as if they were actually
logged into a channel; the data encapsulated in network packets would effectively reconstruct the actual
activity occurring in IRC channels. Honeypot implementation for IRC collection will be discussed in
more detail in the following subsection.

Automated hacker community forum and IRC channel collection are critically needed for SBE
researchers to better model and understand the hacker community structure and ecosystem.



33 Analytical Methods

After hacker community content is collected, it can be analyzed using various methodologies. In
particular, content analyses, network analyses, and botnet C&C discovery appear to be the most common
goals of analysis. Both manual and automated techniques are commonly used. Automated, multilingual
social media analytics techniques and tools can provide significant methodological contribution for
hacker community SBE research.

3.3.1 Content Analysis

Content analysis studies often look to document existing content and activity occurring within hacker
communities, including forums and IRC channels. There appears to be little difference in how content
analysis is performed in either type of community after data has been collected. In the literature we
reviewed, these studies tend to employ manual collection and analytical methods, and generally conduct
simple counting and statistical work when making quantitative analyses. Computer-aided keyword and
topic extraction will assist in content analysis of hacker community forums.

Manually conducted content analyses are often performed by scrutinizing manually coded hacker
community contents or by simply observing live systems, in both the forum and IRC context (Holt &
Lampke, 2010; Radianti, 2010; Imperva, 2012). For example, after visiting an English-language forum
serving as a hacker black market and coding sampled contents, Holt & Lampke (2010) were able to make
several conclusions regarding black market activities. In particular, they observed an active stolen data
market where trades between forum participants were largely facilitated by hacker reputation and
trustworthiness. In fact, the importance of reputation in such communities is a common finding in
reviewed literature; multiple researchers conducting separate analyses arrived at the same conclusions
regarding the role reputation plays in hacker communities (Radianti et al., 2009b; Holt & Lampke, 2010;
Motoyama et al., 2011).

3.3.2 Social Network Analysis

Social network analyses often aim to observe the relationships between participants within a network, as
well as the structure of a given network. In the hacker community context, understanding more about how
the participants of such communities interact with one another and what social structures exist among
hackers would be useful. Both manual observations and automated techniques have been utilized to better
understand the relationships between hacker community participants.

Additionally, some researchers are interested in observing how hackers behave across multiple
communities. Motoyama et al. (2011) was able to track hackers across multiple forums by looking for e-
mail addresses used for forum participation. They found significant membership overlap over several
hacker communities. Holt et al. (2012) also followed this methodology, but searched by username instead
of e-mail addresses. By looking for the prominence and involvement of hackers across multiple
communities, Holt et al. were able to create a perceived threat level for each hacker.

3.3.3 Peer-to-Peer Technologies

In recent years, many hackers have been making use of peer-to-peer (P2P) communication technologies
for their cybercriminal operations (Lu et al., 2009; Fu et al., 2010). Such technologies include the popular
Tor anonymization network, and also the similar, yet less popular 2P network. Unfortunately, there
appears to be a significant lack of existing papers attempting to explore hacker communities buried within
such networks.

Peer-to-peer communication technologies help hackers eliminate problems stemming from a single
failure point common in traditional client-server botnets (Lu et al., 2009; Wang, 2012). In traditional
botnets, if the server fails, the botmaster loses control of their botnet. Hackers are moving towards botnets
built on top of HTTP (infected webservers), where any webserver can become the command and control
used to instruct other bots. More hackers are also taking advantage of creating P2P-based botnets, giving
them more flexibility and control than if they were to rely on established protocols such as IRC.
Furthermore, peer-to-peer anonymization technologies, such as the Tor network, can serve as a conduit to
Internet communication channels for cyber criminals. Hackers can easily obfuscate their identity (and
thus protect their anonymity) by routing their network packets through such networks (Fu et al., 2010).
Although online forums and IRC are still the major avenues for hacker community building, in our
research we plan to explore emerging issues related to hacker P2P networks.



4. Proposed Research
Based on our literature review we present our proposed research framework and summarize the key
collection and analytics approaches for understanding the hacker community.

4.1 Research Framework
The proposed research framework is shown in Figure 1.
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Figure 1. Proposed Research Framework

We start by identifying several important categories of information necessary for cyber security
investigation. Our research will focus on hacker community information (the actors) and honeypot
information (malware output), to be supplemented by further malware analysis and selected emerging
P2P network information. Then, data sources for each information category are identified and collected to
assist in our hacker community analysis. We plan to develop automated techniques for collecting major
U.S., Russian and Chinese hacker forums and IRC contents. We will also explore additional social media,
P2P networks, and honeypot captures. In addition, manual collection methods will be deployed for
emerging cyber security research and news and other security vectors based on our social science and
security analysis research questions. Next, collected data is scrubbed and transformed for usage in various
analyses. We will leverage our extensive experience in social media analytics for from our NSF funded
Dark Web research (more on this later) for topics and sentiment, temporal extraction, and social networks.
Additional hacker and malware signatures (e.g., programming languages used, attack targets, source code
used) and other geopolitical information (e.g., locations) will be identified to assist in hacker community
analysis. Lastly, numerous types of social science and security analyses will allow us to gain new
perspectives and knowledge from the acquired data: hacker signature analysis (profile), cyber crime
attribution (linking malware to actors), hacker community structure (and skills), and cultural metrics
identification (for US, Russian, and Chinese groups). In addition, our research will help with time-event
extraction, covert hacker community content collection, and vulnerability threat assessment.

4.2 Identification and Collection: Forums, Honeypots, and IRC Channels

In this section we present our key technologies for collection and analytics based on our past and ongoing
research from our team of experts in criminology, computational science, and network research. Our
research aims to provide significant methodological contributions to hacker community SBE research by
introducing tools for capturing valuable hacker community field data and assisting in more automated
content and social network analysis of rich multilingual hacker communication.



4.2.1 Hacker Forums Collection

The challenges in collecting and managing large-scale, longitudinal hacker social media contents from
various international data sources are numerous. However, our project will leverage many of the
techniques and methods developed in the course of our Dark Web work. Dark Web is an internationally
recognized long-term terrorism research program that examines international terrorism and extremism via
a computational, data-centric approach (Chen, 2012). It is being funded in part by the National Science
Foundation and the Defense Thread Reduction Agency. We collect web content generated by
international terrorist and extremist groups, including web sites, forums, chat rooms, blogs, social
networking sites, videos, virtual worlds, etc. (Chen, et al., 2004; Zhou et al., 2006; Fu et al., 2010; Chen
et al.,, 2011b). We have also developed various multilingual data mining, text mining, and web mining
techniques to perform link analysis (Zhou, et al., 2005), sentiment analysis (Abbasi and Chen, 2008a,
2008b) authorship analysis (Abbasi & Chen, 2005; 2006;2008a; 2008b; Zheng et al., 2006) and video
analysis (Huang et al., 2010) in our research. Selected forum spidering and related technical components
that could be adopted for hacker forums collection are shown in Figure 2.
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Figure 2. Dark Web Forums Spidering (Fu, Abbasi & Chen, 2010); to be adopted for Hacker Forum Spidering

The spidering tools were adapted based on the SpidersRUs Digital Library Toolkit developed in
earlier projects (Qin et al., 2004; Chau et al., 2005; Chau and Xu, 2006). The system consists of four
components: Forum Identification, Forum Preprocessing, Forum Spidering, and Forum Storage and
Analysis. Relevant extremist forums are identified by collaborating terrorism research experts. Forum
preprocessing design takes great care in identifying spidering parameters (e.g., number of bots used to
connect to a target forum and the connection timeout setting) to avoid overloading the forum server. We
have also developed sophisticated opaque proxies to disguise our bots based on network reliability and
latency (Fu, Abbasi & Chen, 2010). Major open-source forum hosting software (e.g., vBulletin) are
carefully studied to identify forum-specific syntax, site maps, and page URL ordering patterns. After the
initial batch mode of spidering for all historical forum contents, incremental spidering is incorporated for
future updating. Both textual and multimedia attachments collected are stored in the Dark Web database
using a relational database design. Our systematic spidering approach has been proven successful and
invaluable in developing our large-scale and longitudinal Dark Web testbed.

We believe much of our Dark Web forum spidering technology can be adopted for hacker forums
collection (as a requirement of SaTC Transition to Practice, TTP). Dr. Tom Holt, who is one of the
leading experts in hacker community research, will lead the effort in identifying key U.S., Russian and
Chinese hacker forums in various web sites and public ISPs. For selected forums that require
membership, Dr. Holt’s group will gain access through their extensive contacts. The Al Lab, headed by



Dr. Chen, will lead the effort in adapting Dark Web spidering tools for hacker community forums.
Careful spidering and proxy setting will be developed to avoid detection and bypass anti-crawling
mechanisms. Forum contents collected will be stored in a local cached relational database for research
purposes. Selected malware source code and attachments will be collected and analyzed with the help of
Dr. Hariri’s cyber security research group.

4.2.2 Honeypots and IRC Channels Collection

In addition to hacker forums collection, there is also value in applying data collected through honeypot
technologies based on their ability to mimic an unpatched vulnerable end user computer. Honeypots are
systems that are configured to simulate computer environments with software vulnerabilities; the idea is
to have wild malware exploit honeypot vulnerabilities so that the malware can be captured and studied in
a sandboxed environment. All code execution, system changes, and network traffic are tracked and
logged within a honeypot, letting security researchers understand the nature of some particular malware
(Mielke & Chen, 2008; Zhu et al., 2008). For this project we propose combining the analysis of forum
data with analyses of active malware acquired through the use of various collection devices. Once
acquired, we will then infect honeypot systems managed by the research team and analyze the traffic and
behavior of malware through the use of honeywall software (The Honeynet Project, 2003). Honeypot
approaches towards C&C identification will be implemented. By observing outbound network
connections attempted by captured malware, researchers may potentially reveal botnet C&C channels and
other hacker-related web addresses.

Based on the Honeynet Project of Dr. Holt (2012) and Dr. Hariri’s extensive cyber security research
(Luo, Hariri et al., 2010; Viswanathan, Hariri, et al., 2011), we plan to develop a honeypot environment
for collecting hacker IRC data. Figure 3 represents an overview of the proposed environment, which
consists of the following components. /RC Server will support the interaction with the rest of the IRC
network and also log all IRC messages. Autonomic Bot Generator will be responsible for generating bots
that provide interaction mechanism with the environment. The bot behaviors, types, and number are
enforced based on a preset policy. Autonomic Monitoring is responsible for picking up all the IRC
packets, and it will have Network policies that define which ports to monitor and when. /IRC Message
Extraction will extract IRC messages from IRC packets, and categorize them into different IRC message
types. File Extraction will detect file transfer and extract files from communications; Conversation
Historian will build conversations from the IRC messages and storing those for further analysis. Feature
Extraction and Reduction will extract all the features needed to perform the analysis from the IRC
messages. Malware Analysis and Social Media Analyzer are the analytical engines for the environment;
one focusing on detecting malware and the other on detecting, classifying, measuring, and tracking the
formation, development, and spread of topics, ideas, and concepts in cyber attacker social media
communication (more details to follow in the next subsection).
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The environment will be supported by three additional modules on Visualization, Human Machine
Interaction, and System Control and Management. A similar network infrastructure was developed
previously for intrusion detection research at Dr. Hariri’s NSF Cloud and Autonomic Computing Center.

4.3 Social Media Analytics for CMC

Computer mediated communication (CMC) has grown tremendously due to the explosive growth of the
Internet and social media. Text-based modes of CMC include email, listservs, web forums, chat rooms,
instant messaging, video-conferencing, blogs, social networking sites, and media-sharing technology.
These CMC modes have redefined the fabric of organizational culture and social/political interaction.
CMC text analytics is the analysis of text-based modes of CMC in various social media. There is a need
for analysis techniques that can evaluate, summarize, and present multilingual CMC text in a holistic and
comprehensive manner. CMC text in social media is rich in social cues including emotions, opinions,
style, and genres. Improved CMC text analysis capabilities based on rich and comprehensive text
representations are necessary. In this research we propose a computational framework and the associated
techniques for multilingual CMC text analytics and visualization, with a focus on English, Russian, and
Chinese (languages commonly used by major international hacker and cyber criminal groups).

An important characteristic of CMC is the language complexities it introduces as compared to other
forms of text. Effective analysis of CMC text entails the utilization of a language theory that can provide
representational guidelines. Grounded in Functional Linguistics, Systemic Functional Linguistic Theory
(SFLT) provides an appropriate mechanism for representing CMC text information (Halliday, 2004).
SFLT states that language has three meta-functions: ideational, interpersonal, and textual. The three meta-
functions are intended to provide a comprehensive functional representation of language meaning by
encompassing the physical, mental, and social elements of language.

Figure 4 shows a computational framework diagram for our proposed research. It involves the use of
a rich set of features capable of representing various forms of information found in multilingual CMC
text.
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Figure 4. Proposed System Design for Social Media Analytics for CMC

We propose the use of feature selection and visualization methods to transform large, noisy feature spaces
into focused and refined target representations and message signatures (profiles) (Abbasi & Chen, 2008a
2008b; Abassi et al., 2010; Chen 2010, 2012). Our design supports several information types for
representing the ideational, textual, and interpersonal meta-functions, including: emotion, opinion, topic,
genre, style, and interaction. In order to capture such a wide array of information types, several language
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and processing resources have been incorporated into the design, including various syntactic, structural,
lexical, and thesaurus resources and state-of-the-art statistical NLP techniques such as part-of-speech
definitions, n-gram definitions, and other statistical feature definitions. Robust statistical and data mining
feature reduction techniques are proposed to reduce the feature complexity and to extract salient member
CMC characteristics, including Principal Component Analysis and Multi-Dimensional Analysis from
statistical analysis, and Information Gain and Decision Tree Models from data mining. After feature
reduction, selected multidimensional, text overlay and interaction visualization techniques are proposed to
highlight key CMC features that may represent concepts, ideas, intent, identities, style, genres, and
opinions of the hacker community.

Our proposed research will benefit greatly from our previous stylometric analysis research in English,
Arabic, and Chinese web forums and newsgroups. In this previous work we extended traditional lexical
features (e.g., words per sentence, word length distribution, vocabulary richness) and syntactic features
(e.g., punctuations, function words) to include structural features which deal with the CMC text’s
organization and layout (e.g., greetings, signatures, font size, font color) and content-specific features
which are words that are important within a specific topic domain (e.g., Jihad, crusader, heaven). Using
the four feature sets and selected classification techniques (C4.5 and Support Vector Machines), we were
able to uniquely identify anonymous authors with an accuracy level of 97% for English messages and
94.83% for Arabic messages. We have obtained similar results for Chinese web forums. In light of the
prevalence of English, Russian and Chinese contents in various cyber hacker communities, from general
security discussions to possible cyber terrorism and cyber warfare materials, we believe our prior and
ongoing multilingual social media analytics research will provide a sound academic foundation and useful
insights into these communities. The ability to leverage our previous research will allow us to accomplish
what may seem to be an ambitious amount of work.

Evaluation of the proposed features, selection, and visualization methods will entail assessing their
ability to represent CMC text. For the proposed CMC text analysis design framework, a suitable
implementation must incorporate features, feature selection, and visualization techniques capable of
effectively characterizing and discriminating information types used to represent the ideational, textual,
and interpersonal meta-functions. Prior CMC systems used application examples or case studies to
illustrate their systems’ data characterization capabilities. In contrast, the effectiveness of data
discrimination is generally assessed using rigorous text categorization experiments and metrics (e.g.,
accessing accuracy, error rate, recall, precision) for various information types. We intend to use similar
methods to evaluate our features’ and techniques’ ability to represent CMC text: case studies and user
evaluations for data characterization and CMC text categorization experiments for data discrimination
(Chen, 2012).

5. Developing a Research Test Bed: The Hacker Web Research Portal

Based on our significant past Dark Web research and the proposed social media analytics research for the
online hacker community, our project will address the challenge of moving from research to capability
(Transition to Practice, TTP). We will leverage successful results from our previous and current NSF
funded basic research and focus on later-stage activities, including applied research, development,
prototyping, testing, and experimental deployment to help address critical cyber security concerns of
relevance to the hacker community. We plan to create a large research testbed, known as the Hacker Web
Research Portal, and a research infrastructure for use by computer and information scientists as well as
social and political scientists studying a wide range of computational problems and social and
organizational phenomena of relevance to the international hacker community. The archive will
ultimately comprise testbed data containing millions of multilingual social media contents (e.g., forums,
newsgroups, botnet C&C channels) collected from major U.S., Russian and Chinese hacker virtual
communities. A methodology and set of spidering (collection building) tools for time-based automated
capture of relevant social media and multimedia resources will be developed through this project; this
approach will then support automated monthly updates of the entire collection. In addition, the
infrastructure will include tools supporting search, browse, summary and analysis capabilities. Our
proposed social media analytics functionalities will be developed as open source tools to assist
researchers and practitioners in identifying critical topics, opinions, styles, genres, and interactions of
relevance to the international hacker community.
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5.1 Leveraging Dark Web Research (TTP): Developing the Hacker Web Research Portal

Our research will leverage our internationally acclaimed Dark Web terrorism informatics research.
Funded by the NSF and DOD since 2003, the Dark Web archive and analytics project has been collecting
and analyzing web pages, blogs, multimedia files, and forum postings pertaining to U.S. extremist groups
(in English) and international Jihadist (in Arabic) terrorist groups from more than 10,000 web sites (Zhou,
et al., 2005; Qin, et al., 2007; Chen et al., 2008a; 2008b; Abbasi, Chen, et al., 2010). It is believed to be
the largest such collection in the academic world (holding open source web contents only) and has
become an invaluable longitudinal academic resource for cyber crime, extremism, and terrorism research.
As a research and analytics tool, the Dark Web Forum Portal (Figure 5) is currently in use by more than
500 information/computer scientists, social/political scientists, and military/intelligence analysts (Zhang
et al., 2009).
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Figure 5. Forum Search Using the Keyword “Al-Qaeda” in the Al Firdaws Forum

Currently, the portal contains about 13M total multilingual messages (in English, Arabic, German,
and Russian) from approximately 350,000 online members. As shown in the top display panel in Figure 5,
the portal currently offers four basic types of functions: browsing and searching of single and multiple
forums (by member, thread, time, and topic), forum statistics, multilingual translation (in any supported
language, using Google Translation API), and social network graph visualization (using JUNG API). The
system supports searching, browsing, social network visualization, and multilingual translation of
terrorism social media contents.
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Figure 6. ClearGuidance.com Terrorist Suspect Participant Network and Selected Member Profile

In Figure 6 we present an illustrative example of social media analytics performed on the
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ClearGuidance.com web forum that was used by selected (Toronto) terrorist suspects. Figure 6(a) shows
the partial participant social network, where each node represents one online member and key members
are highlighted in the center in blue. Two members who participated in the same forum discussion thread
are connected via a link. One key member’s message text was analyzed using selected feature extraction
and text visualization techniques. The member was found to discuss predominantly religious topics
(justifying Jihad), e.g., angels, Adam, and Allah, as highlighted by the large red blot in inkblot overlaying
key text in Figure 6(b) and the scattered bag-of-word nodes in the Multi-Dimensional Scaling (MDS)
visualization based on text distance in Figure 6(c).

Hacker Web Research Portal: Collection, Curation, and Access

We believe these kinds of social media analytics tools will be invaluable for both computational and
social scientists in support of their cyber security research. The proposed SaTC Transition to Practice
(TTP) research will help us develop a robust and scalable Hacker Web Research Portal by leveraging our
significant past research. Ms. Cathy Larson (project senior personnel), MS in Library Science and the
associate director of the Al Lab, has significant experience in hosting digital content and in managing the
NSF-funded (under the Computational Research Infrastructure Program) Dark Web collection. Based on
our Dark Web experience, we will develop a curated and secured data collection and access policy. Only
open-access hacker community contents will be collected and will be updated on a monthly basis. Such
open-access web contents with no identifiable information are considered IRB-exempt due to their
anonymous nature (verified previously with the UA IRB committee). Contents collected will only be used
for research purposes, thus not creating human subjects or copyright issues. Once contents are collected,
they will be stored in a secured password-required card-access environment within the Al Lab of the
University of Arizona; this kind of secured lab space has been previously created for the COPLINK
(scrubbed Arizona criminal records) and Dark Web projects (anonymous terrorism social media
contents). Our collection will be made available mostly to the SBE, computational, and security research
communities. We have developed a web form for access request and qualification. Email and telephone
follow-ups may also be implemented to verify the identity and need of the requesters before granting
access privileges. The portal system will include a bulk download mechanism based on various database
formats. Special requests can be made to obtain a large cross-sectional data dump based on specific
forums, IRCs, groups, events, or timeline. In our Dark Web experience, we have found many excellent
uses of our collection from mostly SBE and computational scholars, research groups, and graduate
students. In addition to granting access to our collection, we also find it valuable to provide a user
feedback mechanism on our portal to help improve our search interface and identify additional data
sources for future collection and update. As a TTP effort, our collection and analytics tools will also be
released under an open source license listed by on the Open Source Initiative.

5.2 Preliminary Exploration of the Online Hacker Community

In this section we summarize preliminary hacker community research conducted by our group based on
our research framework.

5.2.1 5.2.1 Hacker Forum Exploration

Two publicly accessible online hacker communities (see Table 1) were identified and collected recently
using our Dark Web forum crawling system (Fu et al., 2010). Our spidering and proxy setup was able to
successfully avoid forum server overload or detection. Forum content was processed and data relevant to
forum users and messages was parsed into a SQL database. The two communities discuss a range of
technical topics, including cybercrime-related items in two different languages: English and Chinese. We
adopted selected social media analytics proposed earlier to extract key forum features for analysis relating
to member reputation in the forum.

We explored the mechanisms in which some hackers become key actors within their communities
(Benjamin & Chen, 2012). The relationships between various hacker posting behaviors (six features) and
reputation (acquired by each member and displayed as reputation point) were observed through the use of
Ordinary Least Squares (OLS) regression.

Reputation = f;Average _Message Length + ;Number Of Replies+ f3;Number Of Threads Involved
+ B Tenure + fsSum_Of Attachments+ fsTotal Messages+ ¢

Three hypotheses were tested:
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H1: Discussion intensity (average message length and number of replies) is a significant contributor
towards hacker reputation as it relates to the cognitive advance of a community.

H2: Community involvement (number of threads, seniority, attachments, message volume) is a
significant contributor of hacker reputation as it encompasses user activity levels and
contributes towards the cognitive advancement of the community.

H3: Results of the regression model are consistent across both the English and Chinese forums, as
both forums share aspects of hacker culture.

Our analysis showed that involvement in various threads, the sum of attachments, and total message
volume all appeared to be significant contributors of reputation. This demonstrated support for theories
tying higher user reputations to individuals who are active and contribute to cognitive advancement of
their communities. Average post length, number of replies per thread, and tenure did not appear to be
significant contributors towards reputation. Both communities shared similar patterns in regards to how
reputation was built by members, supporting H3. Despite obvious cultural differences between the
English and Chinese forums, an overriding form of hacker culture appeared to be experienced by both
communities.

Table 1. Sample Statistics for Selected Hacker Community Forums

Forum Name Language # of Messages # of Users Forum Start Date
Hackhound.org English 77,061 5,794 October 9, 2008
Unpack.cn Chinese 646,494 22,743 October 12,2004

5.2.2 Botnet IRC Exploration

In an earlier study (Mielke & Chen, 2008), we investigated the IRC command & control (C&C)
signatures of major botmasters using honeypot IRC data collected from the ShadowServer Foundation, a
non-profit research group for botnet research.

Table 2. Several cyber criminal groups were found, based on concentrations of criminal events and
membership size. The columns, from left to right, represent the criminal nicknames, the number of C&C
channels controlled by the gang (C), the number of unique DDoS targets (D), estimated number of bots (B),
and number of PSTORE compromises of victim passwords (P).

Herders C D B P
[0JUSA—2KSP3[Om]824584, | 51 1263 235713
creature, edzy, fri, frioz,

wejbwfe, wloo, BlaCkD3v—L
bill gu3sT Best D—_PaLo hid- | 88 3310 30140
den load process tonii
Albania DaddyCooL[a] jelo | 44 730 252969
jeloo [KleviS] Opium Silv3r-
ArRoW waleed
ILGuardiano liga MArian0z | 56 6698 256193
PepP0z JuMp
xRaZoRx xBreaKx xxDCxx | I5 2350 0094 1988
vDCv xGoDx xCKx xBeNx
xBrandoNx xAmplifyx xSKYx
xToaDx xTiMx
Max hans matrix toxic abc Pe- | 15 2615 303286
| ter bob home Andy dan Jack
blbla billy mark xxx sss mr
StRuGaNi_007 bostss Heropos | 32 730 220703
niggaz yeste Pacino NhG Ld
fada pilz AsC [a] bAcaRdl
dRiVeR alejandro mut hook
Dritton ArditS Corrupted
Attacker hh 12 479 239708 4484

We also performed exploratory population modeling of the bots and cluster analysis of selected
cyber criminal groups. Social network analysis was performed on the community structure of the
underlying IRC communication network. All pre-filtered “human” nicknames were taken as nodes in a
large social network. Links were defined between any two nodes found collaborating in a single C&C
channel. Weights were assigned to each link with a simple Jaccard metric measuring the percentage of
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channels the nicknames shared in common divided by the total number of channels occupied by either
nickname. A hierarchical agglomerative clustering algorithm was used to cluster vertices together as
groups of “herders” and suggest their key characteristics, e.g., the number of C&C channels controlled by
the group, the number of unique DDoS targets, estimated number of bots controlled, and number of
PSTORE compromises of victim passwords (as shown in Table 2).

In this ambitious, yet achievable, project, we plan to collect and maintain most if not all of the
critical international online hacker community social media contents, from forums to IRC channels, in our
proposed Hacker Web Research Portal. Our advanced social media analytics tools will also make large-
scale and systematic cyber security related content and criminal network analysis possible for researchers
and practitioners in different parts of the world.

6. Prior Support and Related Works
The PIs have extensive experience in security informatics, autonomic computing, and criminology
research. Selected prior support and related works of project PIs are summarized below.

NSF COPLINK Center for Homeland Security Research (NSF-Digital Government/N1J, IIS-
0429364, 2000-2007, $3.1M): Dr. Chen is PI of a major project funded by the NSF Digital Government
Program, and National Institute of Justice for developing information sharing and criminal analysis
technologies for law enforcement and homeland security community, and founder/developer of COPLINK,
cross-jurisdictional information sharing, analysis, and visualization software for the law enforcement and
intelligence communities. In the summer of 2009, COPLINK was acquired by i2 for integration with its
popular i2 crime analysis and visualization toolkit, the Analyst Notebook; i2 was acquired by IBM in July
2011, making COPLINK one of the most financially and programmatically successful UA start-ups in the
university's history. Two Selected Papers: 1) D. Hu, S. Kaza, and H. Chen, "Identifying Significant
Facilitators of Dark Network Evolution," Journal of the American Society for Information Science and
Technology, 60:4, pp. 655-665, 2009. 2) S. Kaza, J. Xu, B. Marshall, and H. Chen, "Topological
Analysis of Criminal Activity Networks: Enhancing Transportation Security," IEEE Trans. on Intelligent
Trans. Sys. 10:1, 2009.

NSF Dark Web Research Program (NSF/DOD, 2007-present, CBET-0730908, $2.5M): Dr. Chen
is PI of several NSF and DOD projects that aim to develop computational approaches to understanding
global extremism and terrorism phenomena on the Internet. The Dark Web collection is one of the largest
open-source terrorism research testbeds in the academia. Two Selected Publications: 1) H. Chen, W.
Chung, J. Qin, E. Reid, M. Sageman, and G. Weinmann, "Uncovering the Dark Web: A Case Study of
Jihad on the Web," Journal of the American Society for Information Science and Technology, 59:8, pp.
1347-1359, 2008. 2) H. Chen, Exploring and Mining the Dark Side of the Web.: The Dark Web Project,
Springer, 2012.

NSF Cloud and Autonomic Computing Center @ UofA (NSF/AFOSR/ARL, ITP-0758579, 2008-
present; $1.5M): Dr. Hariri is director for the NSF Center which broadly encompasses cloud computing
systems and applications and the use of autonomic computing methods for the management of these and
other IT systems. CAC activities on cloud computing cut across several layers of IT systems, including:
hardware platforms for computing, storage and networking; cyber-security; design of data centers that
aggregate platforms to provide cloud services; and systems software and distributed computing
middleware. Two Selected Papers: 1) Y. Luo, F. Szidarovszky, Y. Al-Nashif, and S. Hariri, "A Game
Theory Network Security," J. Inform. Security, 2010, Published Online, July 2010, pp. 41-44, 2) Y.
Alnashif, A. Kumar, S. Hariri, G. Qu, Y. Luo, and F. Szidarovsky, "Multi-Level Intrusion Detection
System (ML-IDS)," in International Conference on Autonomic Computing, pp. 131-140, 2008.

NIJ Hacker Community Research (National Institute of Justice, 2011-2013, $270K): Dr. Holt is
PI of an NIJ project examining the structure, organization, and processes of the international market
stolen data online. Two Selected Papers: 1) Holt, T. J., 2012, “Examining the Forces Shaping Cybercrime
Markets Online,” Social Science Computer Review. 2) Holt, T. J., and Kilger, M., 2012, “The Social
Dynamics of Hacking,” Know Your Enemy Series, The Honeynet Project, viewed 18 August, 2012 from
https://honeynet.org/papers/socialdynamics.
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7. Collaboration Plan

7.1 Project Personnel and Roles

Dr. Hsinchun Chen is project PI. He is the director of the Artificial Intelligence (Al) Lab and the NSF
COPLINK Center at the University of Arizona. Chen and his lab of 20+ staff and scientists have received
major funding from the NSF, N1J, DARPA, CIA, DHS, and NIH, among others over the past 20 years,
and have extensive research experience in the areas of digital government, digital libraries, intelligence
and security informatics, biomedical informatics, and knowledge management systems. Dr. Chen founded
the IEEE International Conference on Intelligence and Security Informatics (ISI), the premiere meeting in
national security IT research, and has served as the Steering Committee chair since 2003. Dr. Chen is
Editor-in-Chief of the ACM Transactions on MIS and the Springer Security Informatics journal. He is one
of the leaders in developing the science of Security Informatics. Dr. Chen will supervise the overall
progress of the proposed research program and contribute his extensive research expertise in data, text,
and web mining, and security informatics. He will lead the social media analytics research and the
development of the Hacker Web Research Portal. He will also disseminate and promote our research
within the IEEE ISI community and solicit publications for his journals from our project researchers and
graduate students.

Dr. Salim Hariri, Professor in the Department of Electrical and Computer Engineering, is Co-PI and
brings an exceptionally strong research program in network and cyber security. Dr. Hariri will lead the
development of the proposed honeypot IRC collection and analytics platform based on the infrastructure
developed earlier from his NSF Cloud and Autonomic Computing Center. Dr. Hariri has significant
federal research support for cyber security research and development. His team has recently transitioned
the cyber security technologies supported by Airforce Research Lab (ARL) and the Air Force Office of
Scientific Research (AFOSR) into commercial products. Dr. Hariri’s research team transitioned their
anomaly behavior analysis and self-management tools to a cyber security startup (Avirtek) that received
significant STTR and SBIR (Phase I and II) funding. In addition to technical honeypot research in our
project, he will also actively engage in various IEEE networking and cloud computing conferences
through publications and workshop activities.

Dr. Thomas J. Holt (Co-PI) is an Associate Professor in the School of Criminal Justice at Michigan State
University specializing in computer crime, cybercrime, and technology. He has been funded by NSF and
NIJ and has an extensive focus on researching computer hacking, malware, carding, stolen data markets,
and the role that technology and the Internet play in facilitating all manner of crime and deviance. He has
been published in a variety of academic journals, including Crime and Delinquency, Deviant Behavior
and the Journal of Criminal Justice; co-authored the book Digital Crime and Digital Terror, edited the
book Crime On-Line; and co-edited Corporate Hacking and Technology-Driven Crime. He is the project
lead for the Spartan Devils Honeynet Project, a joint project of Michigan State University, Arizona State
University, and private industry, to examine the technical and social dynamics of hacking and cybercrime
using Honeynet technologies and open source data. Dr. Holt is also the director of the Open Source
Research Laboratory at Michigan State University which utilizes the Internet to examine the hidden
communities driving cybercrime and attacks against critical infrastructure. He will facilitate the
identification and mining of websites from various hacking and cybercrime communities, as well as
establish and manage Honeynet technologies that will be used in this research. He will also assist in the
development of keyword searches, text, and mining techniques to facilitate this project. Finally, he will
promote the findings of relevance to the social sciences through publication and presentation activities.
Ms. Catherine Larson (senior personnel), MSLIS, is associate research scientist and associate director of
the Al Lab, University of Arizona. Her areas of expertise include digital library and content management,
user studies, and information privacy. As project coordinator, she will help with tracking milestones,
creating documentation, overseeing data collection and curation, and coordinating user studies.

Graduate Research Assistants and Associates: Graduate (masters and Ph.D.) students will formally
participate in all aspects of the project, from project kick-off and meeting participation, through research
and development, and project dissemination including writing for publication and for conference
presentations. More junior students will be paired with senior students when possible to optimize the
learning experience.

Recruiting Under-represented Groups: When hiring, we will make special efforts to reach out to
under-represented student groups (including women, Hispanic Americans, African Americans, and
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military veterans) through outreach to university student centers, relevant classes, and nearby bases.
Situated in the Southwest, the University of Arizona has a higher proportion of Hispanic students. In
addition, Tucson is adjacent to two large military bases — Fort Huachuca (Amy) and David-Monthan (Air
Force), which produce a significant number of veteran students at the university. Both the Hispanic and
veteran student groups will be heavily recruited for our research.

7.2 Project Management Approach and Coordination Mechanisms

Project management approaches will be a combination of agile and traditional project management. The
PI will establish an overall detailed project plan, based on the timeline and milestones in Table 1, below,
and share that with all project personnel prior to project kick-off. Research is a process of discovery,
however, and because we cannot predict how those discoveries might affect our future tasks and
development efforts, agile project management processes will also be used as a means of allowing us to
respond and adapt appropriately to what we learn.

7.2.1 Kick-Off and Other Regular Project Meetings

Work between the PI, Co-Pls, and other project personnel will begin with a kick-off meeting to be
attended by all onsite UA personnel (PI Chen, Co-PI Hariri, and all UA research associates), with Co-PI
Holt and MSU research associates attending virtually. At project kick-off, the plan will be reviewed in
detail with specific assignments, deliverables, and timelines set for each person. These milestones will
serve as the agendas for the monthly project meetings. The research assistants and associates will also
meet regularly with their respective PI, beginning weekly for project initiation and start-up, then
biweekly. Offsite personnel will report progress regularly at the monthly project meetings, which will also
be used to generate monthly written reports (which will enable us to more speedily produce accurate
annual reports for NSF).

7.2.2 Agile Project Management

As our research unfolds, it may become necessary to adapt our actions to new discoveries or a changing
environment. We may need to, for example, radically change our data collection methods. We may need
to change personnel to ensure we have a needed but unexpected skill. To help identify the requirements
for the tools we will be developing, we will be actively soliciting input from the research community, and
will therefore need to adopt an iterative, flexible process that allows for discoveries to be readily
integrated into our decision-making. While the PI and Co-PlIs share ultimate authority for ensuring project
success, this kind of project management requires, to some extent, a more “flattened” project hierarchy to
allow team members some latitude in decision-making. Toward that end, at project kick-off, this approach
will on the meeting agenda for “ratification” to ensure that we all share a common understanding of the
personal responsibility needed for success. Project personnel will be introduced to each other and a
complete contact list compiled and shared via a wiki or other collaborative tool(s). Project personnel will
be encouraged to communicate and share ideas, results, and problem-solve directly with each other.

7.2.3 Community Input

As described earlier in this proposal, an overarching goal is to develop an integrated computational
framework that will allow social science researchers and security practitioners to: (1) detect, classify,
measure and track the formation, development and spread of topics, ideas, and concepts in cyber attacker
social media communication; (2) identify important and influential cyber criminals and their interests,
intent, sentiment, and opinions in online discourse; and (3) induce and recognize hacker identities, online
profiles/styles, communication genres, and interaction patterns. To support this kind of investigation and
research, our plan includes the development of open source tools with embedded analytical algorithms
and integrated visualization, a large longitudinal research testbed, and a web-based portal system.

To ensure that the tools, testbed, and portal are responsive to user needs, throughout the project we
will seek information and input from the research community about their research questions, relevant data
sources, and preferred methods of analysis. During our annual software releases, input will also be sought
regarding potential tool and interface designs, functions, and usability.

We will employ a variety of methods to seek this input. We will regularly submit papers and posters
to conferences and use our presentation time in part as an opportunity to seek community input (this was a
very successful method of gathering input and information in our Dark Web project). When affordable,
we will also request table or exhibit space. Conferences with a focus on cybercrime and/or cyber security
and protection to which we will submit include but are not limited to the International Conference on
Information Warfare and Security, the Cyber Infrastructure Protection Conference, the International
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Conference on Digital Forensics & Cyber Crime, and the DOD Cyber Crime Conference (we are eligible
through our department’s National Center of Academic Excellence in Information Assurance).
Conferences with a broader audience to which we will submit include but are not limited to the IEEE
International Conference on Technologies for Homeland Security, the IEEE International Conference on
Intelligence and Security Informatics (founded by PI Chen ten years ago), the American Political Science
Association annual meeting, and the Academy of Criminal Justice Sciences annual meeting, for a few
examples.

We will also actively reach out to researchers and practitioners through their organizations. We will
first comprehensively identify relevant centers, organizations and the like, and follow up by making
contact with them through email, phone calls, and/or targeted mailings. In the case of teaching faculty, we
will also send announcements for class distribution. Example organizations include, the Center for
Cybercrime Studies (College of Criminal Justice, CUNY); the Smith School of Business Cybersecurity
Leadership program; and Terrorism Studies (University of St. Andrews), to name only a few in a field of
many.

At each development phase we will conduct user studies. And prior to project completion, of course,
we will focus our efforts on informing the community of the availability of the system.

7.2.4 Timeline and Milestones

The following timeline and milestones will guide project management. Two tracks of development will
be implemented in parallel. In I, Hacker Community Research, we will explore and identify relevant
hacker communities and develop our social media analytics (text and visualization) research of relevance
to hacker community exploration and analysis. In II, selected contents and proven techniques will, with
community input, be further developed into open source tools and testbed. Our proposed research tools
and testbed will be made available to the researchers and practitioners starting Year 2.

Table 3. Project Tasks and Timeline

Year 1 Year 2 Year 3 Year 4
Research Tasks Ist 2nd Ist 2nd Ist 2nd Ist 2nd Half
Half Half Half | Half Half | Half Half
I. Hacker Community Research
-- Hacker Community Exploration r— e
-- Forums/IRC Collection Research [ 4 J
-- Social Media Analytics Research ® o
I1. Research Tools and Testbed
-- Collection Tools Development L ———— ]
-- Analytics Tools Development o
-- Hack Web Portal Development ® ]

7.2.5 Coordination Mechanisms

To summarize, our coordination mechanisms will include: 1) a project kick-off meeting to review and
ratify our timeline, goals, approaches, milestones, and deliverables; 2) immediate communication and
feedback regarding questions, issues, problems, etc. though email, phone, tele-, or virtual conferencing;
3) regular (monthly) project meetings backed up by written reports; 4) and a project wiki, SharePoint, or
other similar online method for communicating about and documenting our work. During portal, testbed,
and tool development, we will seek input and use a bug tracker to track requirements/development.
Finally, we will host our testbed and portal back them up internally and externally. We will make our
research tools available via an open source license through an appropriate repository/directory (one
example is SourceForge; another is GitHub); the exact flavor of license and the specific repository are
TBD.

7.3 Budget line items Supporting Collaboration and Coordination Mechanisms

Travel funds requested will in part support our efforts to obtain community input and project
dissemination. Some of the funding in our supplies and materials request may also be used for the
creation of “marketing” materials related to project dissemination and obtaining community input, and for
fees that may be associated with the use of online collaboration tools. Funding requested in the data
licensing fee category may be used in part for any fees associated with our affiliation with an open source
repository (although free ones may be preferred).
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7.( 2)TOTAL SENIOR PERSONNEL (1 - 6) 0.000 0.42] 1.95 50,830
B. OTHER PERSONNEL (SHOW NUMBERS IN BRACKETS)

1.( 0)POST DOCTORAL SCHOLARS 0.00f 0.00 0.00 0

2.( 1) OTHER PROFESSIONALS (TECHNICIAN, PROGRAMMER, ETC.) 0.60, 0.00, 0.00 3,501

3.( 4)GRADUATE STUDENTS 80,000

4.( 0)UNDERGRADUATE STUDENTS 0

5.( 0)SECRETARIAL - CLERICAL (IF CHARGED DIRECTLY) 0

6.( 0)OTHER 0

TOTAL SALARIES AND WAGES (A + B) 134,331
C. FRINGE BENEFITS (IF CHARGED AS DIRECT COSTS) 68,951
TOTAL SALARIES, WAGES AND FRINGE BENEFITS (A + B + C) 203,282

D. EQUIPMENT (LIST ITEM AND DOLLAR AMOUNT FOR EACH ITEM EXCEEDING $5,000.)

TOTAL EQUIPMENT 0
E. TRAVEL 1. DOMESTIC (INCL. CANADA, MEXICO AND U.S. POSSESSIONS) 5,000
2. INTERNATIONAL 2,200

F. PARTICIPANT SUPPORT COSTS

1. STIPENDS $ 0
2. TRAVEL 0
3. SUBSISTENCE 0
4. OTHER 0
TOTAL NUMBER OF PARTICIPANTS ( 0) TOTAL PARTICIPANT COSTS 0
G. OTHER DIRECT COSTS
1. MATERIALS AND SUPPLIES 4,500
2. PUBLICATION COSTS/DOCUMENTATION/DISSEMINATION 0
3. CONSULTANT SERVICES 0
4. COMPUTER SERVICES 0
5. SUBAWARDS 75,633
6. OTHER 10,000
TOTAL OTHER DIRECT COSTS 90,133
H. TOTAL DIRECT COSTS (A THROUGH G) 300,615

I. INDIRECT COSTS (F&A)(SPECIFY RATE AND BASE)
MTDC (Rate: 51.5000, Base: 178342)

TOTAL INDIRECT COSTS (F&A) 91,846

J. TOTAL DIRECT AND INDIRECT COSTS (H + 1) 392,461

K. RESIDUAL FUNDS 0

L. AMOUNT OF THIS REQUEST (J) OR (J MINUS K) 392,461

M. COST SHARING PROPOSED LEVEL $ 0 \ AGREED LEVEL IF DIFFERENT $

PI/PD NAME FOR NSF USE ONLY
Hsinchun Chen INDIRECT COST RATE VERIFICATION

ORG. REP. NAME* Date Checked Date Of Rate Sheet Initials - ORG
Mary Gerrow

2 *ELECTRONIC SIGNATURES REQUIRED FOR REVISED BUDGET



SUMMARY YEAR _ 3

PROPOSAL BUDGET FOR NSF USE ONLY

ORGANIZATION PROPOSAL NO. |DURATION (months)

University of Arizona Proposed | Granted
PRINCIPAL INVESTIGATOR / PROJECT DIRECTOR AWARD NO.

Hsinchun Chen
A. SENIOR PERSONNEL: PI/PD, Co-PI's, Faculty and Other Senior Associates NP anded Funds Funds

(List each separately with title, A.7. show nzmber in brackets) CAL Pisgzgonﬂ;UMR Reﬁ%‘}?ﬁé’rsy gr?i?ﬁ?febr)érﬁ)s':

1. Hsinchun Chen - PI 0.00f 0.36/ 1.00 36,688

2. Salim Hariri - Co-PI 0.00f 0.06/ 0.95 14,142

3.

4

5.

6.( 0)OTHERS (LIST INDIVIDUALLY ON BUDGET JUSTIFICATION PAGE)| 0.00] 0.00 0.00 0

7.( 2)TOTAL SENIOR PERSONNEL (1 - 6) 0.000 0.42] 1.95 50,830
B. OTHER PERSONNEL (SHOW NUMBERS IN BRACKETS)

1.( 0)POST DOCTORAL SCHOLARS 0.00f 0.00 0.00 0

2.( 1) OTHER PROFESSIONALS (TECHNICIAN, PROGRAMMER, ETC.) 0.60, 0.00, 0.00 3,501

3.( 4)GRADUATE STUDENTS 80,000

4.( 0)UNDERGRADUATE STUDENTS 0

5.( 0)SECRETARIAL - CLERICAL (IF CHARGED DIRECTLY) 0

6.( 0)OTHER 0

TOTAL SALARIES AND WAGES (A + B) 134,331
C. FRINGE BENEFITS (IF CHARGED AS DIRECT COSTS) 68,951
TOTAL SALARIES, WAGES AND FRINGE BENEFITS (A + B + C) 203,282

D. EQUIPMENT (LIST ITEM AND DOLLAR AMOUNT FOR EACH ITEM EXCEEDING $5,000.)

TOTAL EQUIPMENT 0
E. TRAVEL 1. DOMESTIC (INCL. CANADA, MEXICO AND U.S. POSSESSIONS) 5,000
2. INTERNATIONAL 2,200

F. PARTICIPANT SUPPORT COSTS

1. STIPENDS $ 0
2. TRAVEL 0
3. SUBSISTENCE 0
4. OTHER 0
TOTAL NUMBER OF PARTICIPANTS ( 0) TOTAL PARTICIPANT COSTS 0
G. OTHER DIRECT COSTS
1. MATERIALS AND SUPPLIES 4,500
2. PUBLICATION COSTS/DOCUMENTATION/DISSEMINATION 0
3. CONSULTANT SERVICES 0
4. COMPUTER SERVICES 0
5. SUBAWARDS 71,747
6. OTHER 10,000
TOTAL OTHER DIRECT COSTS 92,247
H. TOTAL DIRECT COSTS (A THROUGH G) 302,729

I. INDIRECT COSTS (F&A)(SPECIFY RATE AND BASE)
MTDC (Rate: 51.5000, Base: 178342)

TOTAL INDIRECT COSTS (F&A) 91,846

J. TOTAL DIRECT AND INDIRECT COSTS (H + 1) 394,575

K. RESIDUAL FUNDS 0

L. AMOUNT OF THIS REQUEST (J) OR (J MINUS K) 394,575

M. COST SHARING PROPOSED LEVEL $ 0 \ AGREED LEVEL IF DIFFERENT $

PI/PD NAME FOR NSF USE ONLY
Hsinchun Chen INDIRECT COST RATE VERIFICATION

ORG. REP. NAME* Date Checked Date Of Rate Sheet Initials - ORG
Mary Gerrow

3 *ELECTRONIC SIGNATURES REQUIRED FOR REVISED BUDGET



SUMMARY Cumulative

PROPOSAL BUDGET FOR NSF USE ONLY
ORGANIZATION PROPOSAL NO. |DURATION (months)
University of Arizona Proposed | Granted
PRINCIPAL INVESTIGATOR / PROJECT DIRECTOR AWARD NO.
Hsinchun Chen
A. SENIOR PERSONNEL: PI/PD, Co-PI's, Faculty and Other Senior Associates Pk Funded Roq o by lranteroe Ns
(List each separately with title, A.7. show number in brackets) CAL | ACAD | SUMR proposer (if different)
1. Hsinchun Chen - PI 0.000 1.08 3.00 110,064
2. Salim Hariri - Co-PI 0.00f 0.18 2.85 42,426
3.
4,
5.
6. ( ) OTHERS (LIST INDIVIDUALLY ON BUDGET JUSTIFICATION PAGE), 0.00, 0.00, 0.00 0
7.( 2)TOTAL SENIOR PERSONNEL (1 - 6) 0.000 1.26/ 5.85 152,490
B. OTHER PERSONNEL (SHOW NUMBERS IN BRACKETS)
1.( 0)POST DOCTORAL SCHOLARS 0.00f 0.00 0.00 0
2.( 3)OTHER PROFESSIONALS (TECHNICIAN, PROGRAMMER, ETC.) 1.80, 0.00, 0.00 10,503
3.( 12 ) GRADUATE STUDENTS 240,000
4.( 0)UNDERGRADUATE STUDENTS 0
5.( 0)SECRETARIAL - CLERICAL (IF CHARGED DIRECTLY) 0
6.( 0)OTHER 0
TOTAL SALARIES AND WAGES (A + B) 402,993
C. FRINGE BENEFITS (IF CHARGED AS DIRECT COSTS) 206,853
TOTAL SALARIES, WAGES AND FRINGE BENEFITS (A + B + C) 609,846
D. EQUIPMENT (LIST ITEM AND DOLLAR AMOUNT FOR EACH ITEM EXCEEDING $5,000.)
$ 8,423
TOTAL EQUIPMENT 8,423
E. TRAVEL 1. DOMESTIC (INCL. CANADA, MEXICO AND U.S. POSSESSIONS) 14,400
2. INTERNATIONAL 6,600
F. PARTICIPANT SUPPORT COSTS
1. STIPENDS $ 0
2. TRAVEL 0
3. SUBSISTENCE 0
4. OTHER 0
TOTAL NUMBER OF PARTICIPANTS ( 0) TOTAL PARTICIPANT COSTS 0
G. OTHER DIRECT COSTS
1. MATERIALS AND SUPPLIES 13,500
2. PUBLICATION COSTS/DOCUMENTATION/DISSEMINATION 0
3. CONSULTANT SERVICES 0
4. COMPUTER SERVICES 0
5. SUBAWARDS 224,849
6. OTHER 30,000
TOTAL OTHER DIRECT COSTS 268,349
H. TOTAL DIRECT COSTS (A THROUGH G) 907,618
I. INDIRECT COSTS (F&A)(SPECIFY RATE AND BASE)
TOTAL INDIRECT COSTS (F&A) 288,104
J. TOTAL DIRECT AND INDIRECT COSTS (H + I) 1,195,722
K. RESIDUAL FUNDS 0
L. AMOUNT OF THIS REQUEST (J) OR (J MINUS K) 1,195,722
M. COST SHARING PROPOSED LEVEL $ 0 \ AGREED LEVEL IF DIFFERENT $
PI/PD NAME FOR NSF USE ONLY
Hsinchun Chen INDIRECT COST RATE VERIFICATION
ORG. REP. NAME* Date Checked Date Of Rate Sheet Initials - ORG
Mary Gerrow

C *ELECTRONIC SIGNATURES REQUIRED FOR REVISED BUDGET



Budget Justification
I. Personnel:
PIs and Co-PIs:

Hsinchun Chen, Ph.D.: PI. Dr. Chen is McClelland Professor of Management Information Systems and
Director of the Artificial Intelligence Lab at the University of Arizona. He will serve as project PI and
supervise the overall progress of the proposed research program. He will contribute his extensive research
expertise in social media analytics, information systems, data analysis, and visualization. He also has an
understanding of the privacy and security implications of the proposed project and will uphold the
standard of academic excellence and the open source nature of the proposed research. He will hold
regular update meetings with project personnel to ensure that research milestones are met. Dr. Chen will
commit 11.3% time each project year.

Salim Hariri, Ph.D.: Dr. Hariri is Professor of Electrical and Computer Engineering and the Director of
the NSF Autonomic Computing Laboratory at the University of Arizona. As Co-PI, he will be responsible
for overseeing the design and engineering of the IRC honeypot collection and analytics environment
(which will support the autonomic monitoring component of the project). He will also provide guidance
in the analysis of the data it collects, and supervise the Engineering and Computing Science graduate
student(s). Dr. Hariri will commit 8.46% time each project year.

Other Personnel:

Catherine Larson (senior personnel), MSLIS, is associate research scientist and associate director of the
Artificial Intelligence Lab at the University of Arizona. Her areas of expertise include digital library and
content management, user studies, and information privacy. As project coordinator, she will help with
establishing and tracking milestones, creating project documentation, overseeing data collection efforts,
and coordinating user studies; 5% time.

Graduate Students (Research Assistants and Associates): Graduate students (3 to 5 students for a total of
1.3 FTE per project year) with expertise in cyber security social media analytics, social network analysis,
and visualization will be assigned. They will conduct all research and development activities directly
under the supervision of Drs. Chen and Hariri. More junior graduate students will be assigned to the
project to assist the senior Ph.D. students, especially with tasks such as data collection and parsing,
programming, and coding, and to be mentored by them. We expect that several part-time students will
work on this project, rotating in as their expertise is needed, for a total of 1.63 FTE each project year for
the University of Arizona. Situated in the Southwest, the University of Arizona has a higher proportion of
Hispanic students. In addition, Tucson is adjacent to two large military bases — Fort Huachuca (Army)
and Davis-Monthan (Air Force) — which produce a significant number of veteran students at the
university. When hiring, we will recruit heavily and make special efforts to reach out to the Hispanic,
veteran, and other under-represented student groups (e.g., women; African Americans) through outreach
to university student centers and to relevant classes.

I1. Fringe Benefit Rates:
Faculty and Appointed Staff: Chen, Hariri, Larson: 31.2%
Graduate Students (all levels): Benefits: 6.7%, Tuition remission: 58.3%

Actual rates in place during the time of the award will be charged.



II1. Capitalized equipment:

Funding is requested for a storage server for data collection. Significant storage will be needed throughout
the project to support data collection activities all three years. To enhance the storage capacity, funding
from the Materials and Supplies budget will also be used. The spidering (collection) activities will be
carried out on individual workstations, which per regulations are not charged to the project. Estimates are
approximate, based on currently available costs for comparable equipment. The specific make and models
to be purchased will be specified at the time of award in order to take advantage of new capacities and
any price specials available at the time.

IV. Travel:

Travel funds are requested to support attendance at the first PI meeting (required) scheduled after the
award is made. Funding is also requested for the PI, Co-Pls, and research associates (when appropriate) to
travel for project dissemination purposes such as paper and poster presentation at relevant conferences.
Funding is requested for both domestic and foreign travel, as we are frequently invited to present at
international meetings.

V. Other Direct Costs:

Supplies and materials: Funding is requested for project-specific storage media, backup tapes, reference
manuals applicable to this project, software licenses, and miscellaneous small equipment (such as
memory upgrades, hard drives, and the like) which are specific to this project. Considerable data storage
may be needed. Some funding may also be used for the creation of “marketing” materials related to
project dissemination and obtaining community input.

Data licensing fee: This funding will cover the costs of data subscription and licensing fees for data
related to IRC channels for the forums that will be identified and collected, as well as for any fees
associated with establishing a honeypot environment, and if needed, for our affiliation with an open
source repository.

Subcontract:  Dr. Tom Holt, Michigan State University, will serve as the main lead for the
social/behavioral (SBE) aspects of the research. He will provide guidance and direction in the analysis of
the information collected through the honeypots. A complete subcontract budget and statement of work
has been provided separately in this proposal.

VI. Indirect Costs:

Indirect Costs are calculated in accordance with the university’s federally negotiated indirect cost rate.
The indirect cost rate is charged against the Modified Total Direct Cost (MTDC), which includes all
direct costs except capital equipment and the tuition remission portion of fringe benefits, and also
includes only the first $25,000 per subcontract. The indirect cost rate is 51.5% for all years.



SUMMARY YEAR

PROPOSAL BUDGET FOR NSF USE ONLY
ORGANIZATION PROPOSAL NO. |DURATION (months)
Michigan State University Proposed | Granted
PRINCIPAL INVESTIGATOR / PROJECT DIRECTOR AWARD NO.
Thomas Holt
A. SENIOR PERSONNEL: PI/PD, Co-PI's, Faculty and Other Senior Associates Pk Funded Roq o by lranteroe Ns
(List each separately with title, A.7. show number in brackets) CAL | ACAD | SUMR proposer (if different)
1. Thomas Holt - PI 0.000 0.90 0.99 18,602
2.
3
4.
5.
6.( 0)OTHERS (LIST INDIVIDUALLY ON BUDGET JUSTIFICATION PAGE)| 0.00| 0.00| 0.00 0
7.( 1) TOTAL SENIOR PERSONNEL (1 - 6) 0.00f 0.90 0.99 18,602
B. OTHER PERSONNEL (SHOW NUMBERS IN BRACKETS)
1.( 0)POST DOCTORAL SCHOLARS 0.00, 0.00, 0.00 0
2.( 0)OTHER PROFESSIONALS (TECHNICIAN, PROGRAMMER, ETC.) 0.00, 0.000 0.00 0
3.( 1)GRADUATE STUDENTS 14,235
4.( 1)UNDERGRADUATE STUDENTS 1,700
5.( 0)SECRETARIAL - CLERICAL (IF CHARGED DIRECTLY) 0
6.( 0)OTHER 0
TOTAL SALARIES AND WAGES (A + B) 34,537
C. FRINGE BENEFITS (IF CHARGED AS DIRECT COSTS) 15,125
TOTAL SALARIES, WAGES AND FRINGE BENEFITS (A + B + C) 49,662
D. EQUIPMENT (LIST ITEM AND DOLLAR AMOUNT FOR EACH ITEM EXCEEDING $5,000.)
TOTAL EQUIPMENT 0
E. TRAVEL 1. DOMESTIC (INCL. CANADA, MEXICO AND U.S. POSSESSIONS) 0
2. INTERNATIONAL 0
F. PARTICIPANT SUPPORT COSTS
1. STIPENDS $ 0
2. TRAVEL 0
3. SUBSISTENCE 0
4. OTHER 0
TOTAL NUMBER OF PARTICIPANTS ( 0) TOTAL PARTICIPANT COSTS 0
G. OTHER DIRECT COSTS
1. MATERIALS AND SUPPLIES 0
2. PUBLICATION COSTS/DOCUMENTATION/DISSEMINATION 0
3. CONSULTANT SERVICES 0
4. COMPUTER SERVICES 0
5. SUBAWARDS 0
6. OTHER 0
TOTAL OTHER DIRECT COSTS 0
H. TOTAL DIRECT COSTS (A THROUGH G) 49,662
I. INDIRECT COSTS (F&A)(SPECIFY RATE AND BASE)
MTDC (Rate: 53.5000, Base: 40760)
TOTAL INDIRECT COSTS (F&A) 21,807
J. TOTAL DIRECT AND INDIRECT COSTS (H + 1) 71,469
K. RESIDUAL FUNDS 0
L. AMOUNT OF THIS REQUEST (J) OR (J MINUS K) 71,469
M. COST SHARING PROPOSED LEVEL $ 0 \ AGREED LEVEL IF DIFFERENT $
PI/PD NAME FOR NSF USE ONLY
Thomas Holt INDIRECT COST RATE VERIFICATION
ORG. REP. NAME* Date Checked Date Of Rate Sheet Initials - ORG
Mary Gerrow

1 *ELECTRONIC SIGNATURES REQUIRED FOR REVISED BUDGET



SUMMARY YEAR _ 2

PROPOSAL BUDGET FOR NSF USE ONLY

ORGANIZATION PROPOSAL NO. | DURATION (months)

Michigan State University Proposed | Granted
PRINCIPAL INVESTIGATOR / PROJECT DIRECTOR AWARD NO.

Thomas Holt
A. SENIOR PERSONNEL: PI/PD, Co-PI's, Faculty and Other Senior Associates Pk Funded RquSQE’esd By gram':e%”fystp

(List each separately with title, A.7. show number in brackets) CAL | ACAD | SUMR proposer (if different)

1. Thomas Holt - P 0.00f 0.90 0.99 18,974

2.

3

4.

5.

6.( 0)OTHERS (LIST INDIVIDUALLY ON BUDGET JUSTIFICATION PAGE)| 0.00, 0.00] 0.00 0

7.( 1) TOTAL SENIOR PERSONNEL (1 - 6) 0.00f 0.90 0.99 18,974
B. OTHER PERSONNEL (SHOW NUMBERS IN BRACKETS)

1.( 0)POST DOCTORAL SCHOLARS 0.00f 0.00 0.00 0

2.(  0)OTHER PROFESSIONALS (TECHNICIAN, PROGRAMMER, ETC.) 0.000 0.00 0.00 0

3.( 1)GRADUATE STUDENTS 14,662

4.( 1) UNDERGRADUATE STUDENTS 1,768

5.( 0)SECRETARIAL - CLERICAL (IF CHARGED DIRECTLY) 0

6.( 0)OTHER 0

TOTAL SALARIES AND WAGES (A + B) 35,404
C. FRINGE BENEFITS (IF CHARGED AS DIRECT COSTS) 15,716
TOTAL SALARIES, WAGES AND FRINGE BENEFITS (A + B + C) 51,120

D. EQUIPMENT (LIST ITEM AND DOLLAR AMOUNT FOR EACH ITEM EXCEEDING $5,000.)

TOTAL EQUIPMENT 0
E. TRAVEL 1. DOMESTIC (INCL. CANADA, MEXICO AND U.S. POSSESSIONS) 1,379
2. INTERNATIONAL 0

F. PARTICIPANT SUPPORT COSTS
1. STIPENDS $
2. TRAVEL
3. SUBSISTENCE
4. OTHER

Olloooe

TOTAL NUMBER OF PARTICIPANTS ( ) TOTAL PARTICIPANT COSTS 0

G. OTHER DIRECT COSTS

1. MATERIALS AND SUPPLIES

2. PUBLICATION COSTS/DOCUMENTATION/DISSEMINATION

3. CONSULTANT SERVICES

4. COMPUTER SERVICES

6. OTHER

TOTAL OTHER DIRECT COSTS

0
0
0
0
5. SUBAWARDS 0
0
0
9

H. TOTAL DIRECT COSTS (A THROUGH G) 52,49

I. INDIRECT COSTS (F&A)(SPECIFY RATE AND BASE)
MTDC (Rate: 53.5000, Base: 43241)

TOTAL INDIRECT COSTS (F&A) 23,134

J. TOTAL DIRECT AND INDIRECT COSTS (H + 1) 75,633

K. RESIDUAL FUNDS 0

L. AMOUNT OF THIS REQUEST (J) OR (J MINUS K) 75,633

M. COST SHARING PROPOSED LEVEL $ 0 \ AGREED LEVEL IF DIFFERENT $

PI/PD NAME FOR NSF USE ONLY
Thomas Holt INDIRECT COST RATE VERIFICATION

ORG. REP. NAME* Date Checked Date Of Rate Sheet Initials - ORG
Mary Gerrow

2 *ELECTRONIC SIGNATURES REQUIRED FOR REVISED BUDGET



SUMMARY YEAR _ 3

PROPOSAL BUDGET FOR NSF USE ONLY

ORGANIZATION PROPOSAL NO. | DURATION (months)

Michigan State University Proposed | Granted
PRINCIPAL INVESTIGATOR / PROJECT DIRECTOR AWARD NO.

Thomas Holt
A. SENIOR PERSONNEL: PI/PD, Co-PI's, Faculty and Other Senior Associates Pk Funded RquSQE’esd By gram';gjngysN o

(List each separately with title, A.7. show number in brackets) CAL | ACAD | SUMR proposer (if different)

1. Thomas Holt - PI 0.00f 0.90 0.99 19,353

2.

3

4.

5.

6.( 0)OTHERS (LIST INDIVIDUALLY ON BUDGET JUSTIFICATION PAGE)| 0.00, 0.00] 0.00 0

7.( 1) TOTAL SENIOR PERSONNEL (1 - 6) 0.00f 0.90 0.99 19,353
B. OTHER PERSONNEL (SHOW NUMBERS IN BRACKETS)

1.( 0)POST DOCTORAL SCHOLARS 0.00f 0.00 0.00 0

2.(  0)OTHER PROFESSIONALS (TECHNICIAN, PROGRAMMER, ETC.) 0.000 0.00 0.00 0

3.( 1)GRADUATE STUDENTS 15,101

4.( 1) UNDERGRADUATE STUDENTS 1,839

5.( 0)SECRETARIAL - CLERICAL (IF CHARGED DIRECTLY) 0

6.( 0)OTHER 0

TOTAL SALARIES AND WAGES (A + B) 36,293
C. FRINGE BENEFITS (IF CHARGED AS DIRECT COSTS) 16,333
TOTAL SALARIES, WAGES AND FRINGE BENEFITS (A + B + C) 52,626

D. EQUIPMENT (LIST ITEM AND DOLLAR AMOUNT FOR EACH ITEM EXCEEDING $5,000.)

TOTAL EQUIPMENT 0
E. TRAVEL 1. DOMESTIC (INCL. CANADA, MEXICO AND U.S. POSSESSIONS) 1,379
2. INTERNATIONAL 0

F. PARTICIPANT SUPPORT COSTS
1. STIPENDS $
2. TRAVEL
3. SUBSISTENCE
4. OTHER

Olloooe

TOTAL NUMBER OF PARTICIPANTS ( ) TOTAL PARTICIPANT COSTS 0

G. OTHER DIRECT COSTS

1. MATERIALS AND SUPPLIES

2. PUBLICATION COSTS/DOCUMENTATION/DISSEMINATION

3. CONSULTANT SERVICES

4. COMPUTER SERVICES

5. SUBAWARDS

6. OTHER

[—B[—B(—N—N—N[—N[—]

TOTAL OTHER DIRECT COSTS

H. TOTAL DIRECT COSTS (A THROUGH G) 54,005

I. INDIRECT COSTS (F&A)(SPECIFY RATE AND BASE)

MTDC (Rate: 53.5000, Base: 44377)
TOTAL INDIRECT COSTS (F&A) 23,742

J. TOTAL DIRECT AND INDIRECT COSTS (H +1) 77,747

K. RESIDUAL FUNDS 0

L. AMOUNT OF THIS REQUEST (J) OR (J MINUS K) 77,747

M. COST SHARING PROPOSED LEVEL $ 0 ‘ AGREED LEVEL IF DIFFERENT $

PI/PD NAME FOR NSF USE ONLY
Thomas Holt INDIRECT COST RATE VERIFICATION

ORG. REP. NAME* Date Checked Date Of Rate Sheet Initials - ORG
Mary Gerrow

3 *ELECTRONIC SIGNATURES REQUIRED FOR REVISED BUDGET



SUMMARY Cumulative

PROPOSAL BUDGET FOR NSF USE ONLY
ORGANIZATION PROPOSAL NO. |DURATION (months)
Michigan State University Proposed | Granted
PRINCIPAL INVESTIGATOR / PROJECT DIRECTOR AWARD NO.
Thomas Holt
A. SENIOR PERSONNEL: PI/PD, Co-PI's, Faculty and Other Senior Associates PNSF Funded Reqﬁ;ggesd By gram';gngysN o
(List each separately with title, A.7. show number in brackets) CAL | ACAD | SUMR proposer (if different)
1. Thomas Holt - P 0.000 2.70, 2.97 56,929
2.
3
4.
5.
6.( ) OTHERS (LIST INDIVIDUALLY ON BUDGET JUSTIFICATION PAGE)| 0.00] 0.00 0.00 0
7.( 1) TOTAL SENIOR PERSONNEL (1 - 6) 0.000 2.70, 2.97 56,929
B. OTHER PERSONNEL (SHOW NUMBERS IN BRACKETS)
1.( 0)POST DOCTORAL SCHOLARS 0.00f 0.00 0.00 0
2.( 0)OTHER PROFESSIONALS (TECHNICIAN, PROGRAMMER, ETC.) 0.000 0.000 0.00 0
3.( 3)GRADUATE STUDENTS 43,998
4.( 3)UNDERGRADUATE STUDENTS 5,307
5.(  0)SECRETARIAL - CLERICAL (IF CHARGED DIRECTLY) 0
6.( 0)OTHER 0
TOTAL SALARIES AND WAGES (A + B) 106,234
C. FRINGE BENEFITS (IF CHARGED AS DIRECT COSTS) 47,174
TOTAL SALARIES, WAGES AND FRINGE BENEFITS (A + B + C) 153,408
D. EQUIPMENT (LIST ITEM AND DOLLAR AMOUNT FOR EACH ITEM EXCEEDING $5,000.)
TOTAL EQUIPMENT 0
E. TRAVEL 1. DOMESTIC (INCL. CANADA, MEXICO AND U.S. POSSESSIONS) 2,758
2. INTERNATIONAL 0
F. PARTICIPANT SUPPORT COSTS
1. STIPENDS $ 0
2. TRAVEL 0
3. SUBSISTENCE 0
4. OTHER 0
TOTAL NUMBER OF PARTICIPANTS ( 0) TOTAL PARTICIPANT COSTS 0
G. OTHER DIRECT COSTS
1. MATERIALS AND SUPPLIES 0
2. PUBLICATION COSTS/DOCUMENTATION/DISSEMINATION 0
3. CONSULTANT SERVICES 0
4. COMPUTER SERVICES 0
5. SUBAWARDS 0
6. OTHER 0
TOTAL OTHER DIRECT COSTS 0
H. TOTAL DIRECT COSTS (A THROUGH G) 156,166
I. INDIRECT COSTS (F&A)(SPECIFY RATE AND BASE)
TOTAL INDIRECT COSTS (F&A) 68,683
J. TOTAL DIRECT AND INDIRECT COSTS (H + 1) 224,849
K. RESIDUAL FUNDS 0
L. AMOUNT OF THIS REQUEST (J) OR (J MINUS K) 224,849
M. COST SHARING PROPOSED LEVEL $ 0 | AGREED LEVEL IF DIFFERENT $
PI/PD NAME FOR NSF USE ONLY
Thomas Holt INDIRECT COST RATE VERIFICATION
ORG. REP. NAME* Date Checked Date Of Rate Sheet Initials - ORG
Mary Gerrow

C *ELECTRONIC SIGNATURES REQUIRED FOR REVISED BUDGET



Michigan State University - Budget Narrative

Personnel

Dr. Thomas J. Holt, an Associate Professor in the School of Criminal Justice at Michigan State
University, will serve as the Co-Principal Investigator for this project. Dr. Holt will assist in the
identification of various websites and CMCs of interest where individuals are discussing computer hacking,
malware, and cybercrime generally, as well as aid in the development of Honeynet infrastructure utilized in
the course of the project. He will also develop metrics to assess and classify the participants, and then assist
in the development of algorithms and statistical techniques to automate these analysis processes. In addition,
Dr. Holt will assist in the development of publications and presentations generated from this research. He is
budgeted for 10% in the academic year and one month of summer salary in each year of the project. The
first funding year $18,602 is requested. The year two estimate is $18,974 and year three estimate is $19,353.
Annual increases for Dr. Holt are included at 2% per academic year.

In addition, a graduate student will be hired to work on this project from the Ph. D. program in the
School of Criminal Justice at Michigan State University. This student will be identified based on their
background and experience with social science research and statistical analyses and is budgeted for 9 months
of funding during the each year of the project. A 3% increase is included each of the following two years.

Fringe

MSU utilizes the Specific Identification (SI) method to calculate fringe benefit rates. This system
relies on an actual fringe rate for all personnel based on the actual rate for that employee. It is thus variable
across employees. For the faculty personnel, fringe includes retirement, FICA, health, prescription, and
dental.

Holt’s summer fringe rate of 7.65% includes only the cost of FICA and Medicare.

Graduate assistant health care costs are included at $2,310 for year one, $2,426 for year two and
$2,548 for year three of the project.

Travel

Travel is included in the budget to allow for the principal investigator to present the findings from
this study at academic conferences and professional venues during years two and three of the project. This
includes $485 for airfare, $170 per night for lodging, as well as $71 per day for per diem, and $50 for ground
travel for two trips for a total of $2,758. (Lodging and per diem are based on travel to a major US city.)

Equipment
None.

Supplies
None.

Construction
None.

Consultant/Subcontract
None.

Other

Tuition is included for the graduate assistant as specified by the MSU Controller’s Office rate
schedule. This provides a total of tuition in year one is $8,902, in year two is $9,258 and $9,628 in year three
of the project.



Facilities and Administration

Michigan State University On Campus F&A rate is calculated at 53.5% of Direct Costs, excluding
tuition and fees. The total F&A costs are $21,807 in year one, $23,134 in year two and $23,742 in year three
of the project.
The total Project Direct Costs are $156,166.
The total Project F&A Costs are $68,683.

The total Project Costs are $224,849.



Hsinchun Chen McClelland Professor of Management Information Systems; Director, Artificial
Intelligence Lab, University of Arizona, Tucson, AZ 85721; http://ai.arizona.edu

Current Support

EAGER: Two Decades of Nanotechnology Development: Global Competitive Landscape and Knowledge
Diffusion via ERGM and SIR Analysis. PI.
NSF $298,358 10/1/12 - 09/30/14 Sumr: 1.0 mo.

EXP-LA: Explosives and IEDs in the Dark Web: Discovery, Categorization, and Analysis. PI.
NSF $ 797,447 12/1/07 — 11/30/12 Acad: 0.2 mo.

WMD Intent Identification and Interaction Analysis Using the Dark Web
DTRA $1,047,652 7/14/09 — 07/19/13 Acad: 2.0 mo.

Pending Support

SBE TTP: Medium: Securing Cyber Space: Understanding the Cyber Attackers and Attacks via Social
Media Analytics. PI.
NSF $1,195,721 09/01/2013 — 08/31/16 Acad. .36 mo; Sumr, 1 mo.

Cybersecurity Scholarship-for-Service at The University of Arizona. PL.
NSF $2,708,338 08/01/13-07/31/18 Acad. .6 mo

CI-ADDO-NEW: The GeoPolitical Web: A Social Media Collection and Infrastructure for the
Computational and Social Sciences. PI.
NSF $998,739 7/1/13 — 6/30/16 Acad. .6 mo.

Personalized Healthcare and Community Mapping. P1.
NIH/NLM $1,582,571 7/1/12 — 6/30/15 Acad: 1.0 mo



Current and Pending Support for Salim Hariri

Current:

Investigator: Salim Hariri

Project/Proposal Title: NSF Center for Autonomic Computing

Source of Support: NSF

Total Award Amount: 280,000

Total Award Period Covered: 01/15/08 -12/31/12

Location of Project: UA

Person-Months Per Year Committed to the Project: Cal:  Acad:  Sumr: 1.0

Support: Current

Investigator: Salim Hariri (PI)

Project/Proposal Title: Collaborative Research: II-NEW: An Instrumented Data
Center Infrastructure for Research on Cross-Layer Autonomics

Source of Support: NSF

Total Award Amount: $210,000

Total Award Period Covered: 10/01/09 — 09/30/12

Location of Project: UA

Person-Months Per Year Committed to the Project: Cal:  Acad: Sumr: 0.10

Support: current

Investigator: Salim Hariri (Co-PI)

Project/Proposal Title: Collaborative Research: Towards Unified Cloud Computing and
Management

Source of Support: NSF

Total Award Amount: $50,000

Total Award Period Covered: 08/15/11 — 07/31/12

Location of Project: UA

Person-Months Per Year Committed to the Project: Cal:  Acad: Sumr: 0.16

Support: Current

Pending:

Role: Co-PI
Investigator: Hsinchun Chen (PI)

Project/Proposal Title: SBE TTP: Medium: Securing Cyber Space: Understanding the
Cyber Attackers and Attacks via Social Media Analytics.

Source of Support: NSF

Total Award Amount: $1,195,721

Total Award Period Covered: 09/01/2013 —08/31/16

Location of Project: UA




Person-Months Per Year Committed to the Project: Cal:  Acad: .33  Sumr: .95

Support: Pending

Role: Co-PI
Investigator: Hsinchun Chen (PI)

Project/Proposal Title: Cybersecurity Scholarship-for-Service at The University of
Arizona

Source of Support: NSF

Total Award Amount: $ 2,708,338

Total Award Period Covered: 08/01/13-07/31/18

Location of Project: UA

Person-Months Per Year Committed to the Project: Cal:  Acad: .36  Sumr:

Support: Pending

Investigator: Salim Hariri (PI)

Project/Proposal Title: Co-Design for Orders of Magnitude Improvement of Navier-Stokes
based Virtual Wind Tunnel Funding Agency: AFOSR Proposed Period of Performance

Source of Support: AFOSR

Total Award Amount: $5,997,234

Total Award Period Covered: 10/01/12 - 9/30/17

Location of Project: UA

Person-Months Per Year Committed to the Project: Cal:  Acad: Sumr: 1.0

Support: Pending

Investigator: Salim Hariri (PI)

Project/Proposal Title: CPS: Synergy: Collaborative Research: Adaptive Control
Environment in Plant Production Systems (ACEPPS)

Source of Support: NSF

Total Award Amount: $1,073,626

Total Award Period Covered: 09/15/2012 — 09/14/2016

Location of Project: UA

Person-Months Per Year Committed to the Project: Cal:  Acad: Sumr: 1.0

Support: Pending

Investigator: Salim Hariri (PI)

Project/Proposal Title: CPS: Synergy: Collaborative Research: Autonomic Cyber Physical
Systems for Accelerated Earth Systems Science Discovery

Source of Support: NSF

Total Award Amount: $1,360,000

Total Award Period Covered: 01/01/2013-12/31/2016

Location of Project: UA

Person-Months Per Year Committed to the Project: Cal:  Acad: Sumr: 1.0

Support: Pending




Investigator: Salim Hariri (PI)

Project/Proposal Title: BioARC: Biologically-inspired Autonomic Cloud Resilient

Source of Support: NSF

Total Award Amount: $1,200,000

Total Award Period Covered: 08/10/12 —07/31/16

Location of Project: UA

Person-Months Per Year Committed to the Project: Cal:  Acad: Sumr: 1.0

Support: Pending




CURRENT AND PENDING SUPPORT - THOMAS J. HOLT

CURRENT SUPPORT

2011-2013
Holt, Thomas J. (PI). "Examining the Structure, Organization, and Processes of the International
Market Stolen Data Online.”
Funding: $272,891
National Institute of Justice.
YR 1 Summer 2 mo pay =.66 x 3 =1.98 mo
YR 1 AY 10% =.10x 9 =.9 mo
YR 2 Summer 1.5 mo pay =.5x3=1.5mo
YR 2 AY 10% = .10x9=.9 mo

2012-2013
Holt, Thomas J. (PI), Kristie R. Blevins, David Foran and Ruth W. Smith. "An Examination of the
Conditions Affecting Forensic Scientists: Workplace Productivity and Occupational Stress.”
Funding: $129,376
National Institute of Justice

YR 1 Summer 2 mo pay = .66 x 3 =1.98 mo

YR 1 AY 10%=.10x9=.9 mo

PENDING SUPPORT

2013-2016
Chen, Hsinchun; Hariri, Salim; Holt, Thomas J. (PI for MSU). “SBE TTP: Medium: Securing
Cyber Space: Understanding the Cyber Attackers and Attacks via Social Media Analytics.” (MSU
Subcontract from University of Arizona.)
Funding: $268,349 for MSU subcontract (total project funding requested by UA is $1,195,721)
National Science Foundation

YR 1 Summer 1 mo pay = .66 x 2 =.99 mo

YR 1 AY 10%=.10x9=.9 mo



Facilities

1. MIS Research Facilities

A. Artificial Intelligence Lab at The University of Arizona
The Artificial Intelligence Lab (Al Lab) is an internationally known research group in the areas of
digital libraries, intelligent retrieval, collaborative computing, and knowledge management. The
group is distinguished for its adaptation and development of scalable and practical artificial
intelligence, neural networks, genetic algorithms, statistical analysis, computational linguistics, and
visualization techniques. The Al Lab and the Hoffman E-Commerce Lab collaborate on projects and
provide access to each other’s facilities. Both also have access to facilities provided by the University
of Arizona. Dr. Chen is Founding Director of the Hoffman Ecommerce Lab.
= Servers:
- Dell Poweredge R900, Dell Poweredge 2650, Supermicro SuperBlade, and IntelSC5200
ESX/ESXI Servers as numerous virtual machines for fast data collection
- Dell Poweredge 1650, Dell Poweredge 2950, Intel SC5600, Lian Li, Supermicro CSE-
825TQ, and 3 Supermicro SuperBlade for Project Servers
- 16-core HPC host with 64 GB Ram; Windows Server 2008
- Dell 4 cpu Intel Xeon 1.9 GHz processors with 12 GB RAM, Hard Disk storage: 770 GB
disk
- SGI Origin2000 supercomputer, 8 processors and 1 GB RAM, running IRIX (Legacy
Platform). 520 GB total storage capacity.
- 14 other assorted single and dual cpu servers for development, staging, production, and
management. 1.8 to 3+ GHz, 1 to 8 GB RAM.
= Server Hosting
- Dedicated environmentally controlled server room with secured electronic access
*  Online Storage
- 45TB (30 TB usable) iSCSI storage area network (SAN)
4 TB NAS Box
Two 2 TB Direct Attached Storage Units
- 2 direct attached storage 2 Terabyte storage arrays
- 1 legacy storage server: Windows 2003 Enterprise Server, 2.6 Terabytes
= Backup and Archival
- 1 Dell Tape Library
=  Workstations
- Every Lab staff member is provided with one or more workstation(s) fully equipped for
their individual needs; specifications vary depending on need. Individuals working on
computing-intensive applications are allocated additional workstations and resources
depending on need.
- For special applications, 6 Quad core spidering machines /workstations with quad
monitors and 2 TB disk storage are available to Lab members.

B. Facilities available through the MIS Commons & MicroAge Lab
The MIS Commons & MicroAge Lab is a teaching and research facility originally founded by Dr.
Hsinchun Chen. This state-of-the-art computer lab is combined with a large multimedia classroom
containing an art visual/multimedia presentation system and 26 high-end workstations. Labs and
other units part of Eller College have access rights to the resources, which include:
= Servers:

- 1 Enterprise-class VMware ESX based Xeon virtual server host, 32 GB RAM

- 2 HP enterprise-class 4 way Windows 2000 Servers, each with 4GB memory

- 1 Enterprise-class IBM/AIX server P660

- 4 AMD 1700+ Secondary servers



- 1 Pentium IV secondary server
- 2 Pentium III secondary servers
Server Hosting
- Dedicated environmentally controlled server room with secured electronic access
Online Storage
- 1 IBM enterprise-level storage server (2 Terabytes) connected to all Enterprise class
servers through a Fiber Channel Storage Area Network (SAN)
Backup and Archival
- 1 IBM automated tape storage and retrieval server (126 Terabytes)

2. Facilities available through the College of Engineering and Autonomic Computing Laboratory
The Autonomic Computing Laboratory (ACL), previously known as High Performance Distributed
Computing (HPDC) Lab, provides a controlled environment to better understand the operations,
behavior and limitations of the current technologies used to implement power efficient self-optimized,
self-protect, and self-managed systems. Below are brief descriptions of current facilities.

Distributed Cloud/Data Center Testbed
The ACL bought an IBM Blade System with 168 cores with two 40 Giga Bit per second
(Gbps) Infiniband switches and two Gbps Ethernet switches, 14 Xeon Processors with 12
cores, each, 24 Giga Byte Ram. The lab consists of the following testbeds:

- Autonomia Testbed

- Network security testebeds for both wired and wireless networks

- HPDC Testbed.

- Network Teaching Testbed.

- Sensor Network Testbed.

- AOL Connectivity Testbed.

4 Tera Flops Personal Supercomputer
High performance Personal Supercomputing (PSC) cluster capable of delivering 4 teraflops
peak performance with 960 cores of streaming processors, using four nVidia Tesla C1060
GPUs (each capable of 1 Tera Flops and with 4 GB of memory, two 2.4 GHz (8 cores), and a
SSD hard drive.

High Productivity Computing (HPC) Testbed (Microsoft/HP testbed)
ACL has an HP Cluster Setup that consists of 6 nodes, in a form of 12 sockets and 48 cores.
The cluster is divided into 1 cluster head which has 4GB of memory node and 5 computational
nodes with 8GB memory each. A high speed Gigabit network integrates the nodes together.
The node has a state of the art operating system, Windows HPC server 2008. This test bed is a
perfect environment for developing research in Security in Computer Clusters and Cloud
computing, Virtualization, Autonomic Computing, Acceleration of Scientific Research, etc.
Industrial Control System Testbed
As energy critical infrastructures (power, water, gas and oil) are starting to modernize their
Industrial Control Systems (ICS) and build what is referred to as a “Smart Grid”: a networks
that use advanced computing and communications technologies to increase operational
efficiency. These networks have become a prime target for cyber attacks owing to built-in
vulnerabilities. To address this massive security challenge, we are building a state-of-the-art
ICS Cybersecurity Testbed at the UA site of the NSF CAC. In this testbed, our goal is to
integrate the Autonomic Management tools developed at Center, AVIRTEK and Raytheon to
experiment with and evaluate innovative cybersecurity technologies to secure and protect ICS
services. The testbed will also be a valuable tool for teaching, and training the next generation
of ICS workforce to become expert in securing and protecting critical infrastructure, resources,
and services.

Test bed for Online Monitoring and Abnormality Analysis of Cyber Attacks
We have set up an instrumented test bed environment using the resources in ACL to develop,
implement, experiment with, and demonstrate our approach in achieving proactive detection of



network attacks and self-protection of network systems and their services from these attacks.
We will use the Cisco routers available in ACL as the core network’s backbone routers. In
addition, several Linux routers will be used as the access routers and are managed using
Autonomia online monitoring and analysis engines. This testbed consists of 4 Cisco 2800
series routers, 1 Cisco 2600 series router, and 3 10/100M switches, 1 10/100/1000 Regular
Switch, and 1 10/100/100 and 34 PCs, with all computers configured into 4 sub networks.

3. Facilities available through the University of Arizona
= CCIT High Performance Computing Facility
The Al Lab and ACL both have access to The University of Arizona SGI Altix ICE cluster
system which was ranked in June 2008 as the 237th most powerful computer in the world and
as the 50th greenest in the world in electricity consumption. The SGI Altix ICE cluster
has1392-core. Each node has an Intel Xeon quad-core processors and a 2GB memory per
core. It uses the DDR Infiniband interconnect to form a huge shared memory cluster. This
cluster has a computational power of 19.4 TeraFLOPS.



Data Management Plan

1. The Hacker Web Research Portal

We plan to create a sustainable, web-based Hacker Web Research Portal (HWRP) testbed for use by
computer/information science and social/political science researchers, where data will be updated
periodically (an important characteristics of CMC digital contents) and the database and portal are
developed and maintained via a multi-tier web architecture.

1.1. Data Collection

All data collected for and served through the portal will be open source data of the type typically found in
social media, such as forum postings, tweets, and the like, in English, Chinese, Russian, and other
languages useful to the scope of research. Semi-automated spiders, tuned to the specific environment in
which they are used, will run on our collection personnel’s desktops and read the files to our centralized
data storage stack, a high-performance blade server which is backed up daily and easy to configure for
growth. A parser will place each thread and reply into a MS SQL database; database procedures will
check all integrity rules. The data will also be manually spot-checked for quality to help prevent errors or
incorrectly parsed data from reaching the portal. Although it is difficult to estimate the amount of data
that will be collected, in previous projects (Dark Web and GeoPolitical Web) we have collected more
than 10K websites, 60M+ messages from over 100 forums, and more than 1M tweets, in English, Arabic,
French, German, Indonesian, Pashto, Russian, and Urdu.

Our proposed research framework (Figure 1) identifies three other categories of information we
will collect: honeypot, malware analysis, and P2P network information. The collection methods for these
data are extensively described in Section 4.2.2 and not repeated here. These additional sources of
information will be used in our research to help in developing the tools and algorithms.

1.2. Portal and System Development

Architecturally, the proposed system technology stack will be modeled on our previous work and will be
built using Java and run on Apache Tomcat Server. We will adopt popular enterprise-level open-source
web frameworks for better scalability, flexibility, compatibility, and extendibility. Front-end view will use
JSP, Javascript, Jquery, HTML, CSS, and Google Chart. Struts 2 MVC Framework or similar will serve
as the web component tier. Translation functions will be handled through the Google Translate API. The
use of MS SQL Server and JDBC JDO will allow the system to handle complex queries through the
search engine Apache Lucene, a high-performance, full-text search engine written in Java. It supports
ranked searching, fielded searching, searching by date and date range, and multiple languages.Work in
refining multilingual searching and improved relevance ranking started in previous projects will continue
here to provide the best search experience for users (precise, comprehensive, and ordered in an expected
manner).

1.3. Tool Development for Analytics and User Interface Design

The analysis and translation tools (see Section 5 for examples) will allow social science researchers and
security researchers and practitioners to detect and track the spread of ideas, identify important and
influential cyber criminals, and recognize hacker identity signals. The flexible searching coupled with
tightly integrated analysis and visualization will make the portal easier to use and results easier to
interpret.

The testbed portal will serve as the main user interface of the HWRP testbed. This HTML-based
web application will allow users to easily search, browse, download, translate, analyze, and discuss the
Hacker Web collections. Our behind-the-scenes search translator will allow the user to type in the search
term in any supported language, and retrieve matching results from all forums in supported languages.
Google Translate or other translation tools (e.g., Bing) can be called up by the user to translate results into
the language of choice. The interface design will be of paramount importance. Although our previous
portals have been successfully accepted and adopted by users, we will be prepared to take a fresh look at
the needs of this particular audience and involve our potential users in the design. Guidelines such as
Nielsens’ “Ten Usability Heuristics” and the ISO 9241 standard will be consulted to inform the design
and ensure, for example, that portal searching is efficient and effective; presentation is clear, concise, and
consistent; etc.



14. Documentation

Documentation will be produced which will record descriptive metadata on the data sources (forum
names, known URLs, etc.) as well as administrative data (archiving data, collection personnel, etc.). The
structural metadata is an organic part of each set of data collected and is what allows the reply-network to
be reconstructed for each search. Documentation will be for both internal audiences (shared through our
wiki/other online mechanism and our bug tracker) and for external users (shared directly on the portal).
1.5. Security and Archiving

All data collected will be stored in multiple locations and backed up nightly to our archival tape drive and
archived externally (using University resources). The data itself is not sensitive, but backing it up securely
will prevent the need to recollect or reparse if the original data is accidentally destroyed or lost. The tools
and algorithms will be shared via an open source repository (such as SourceForge or other reputable,
stable site). The testbed and portal will be replicated on an external mirror (location TBD) as an added
precaution.

1.6. Access

Researchers and others will access the portal, testbed, and tools through accounts set up in response to
their requests, following general website terms of use. Information which individually identifies
registered users will not be shared with anyone outside of the immediate project team.

2. Dissemination

Data and research dissemination activities will include active presentation of the research and Hacker
Web collection at computing, social/political, and cybercrime conferences, including the DOD’s Cyber
Crime Conference (we are eligible as we run a National Center of Academic Excellence in Information
Assurance). Results of our research will also be shared via scholarly publications for a variety of
audiences. We will make every effort to publish in top-tier journals and to reach all disciplines
represented in the research community. For example, a paper in Decision Support Systems will be read
by the information systems community; the International Journal of Cyber Criminology will reach
criminologists and others involved in justice and law; Social Science Computer Review will reach a broad
social sciences audience. We will also broadly disseminate the findings and availability of the data
through conference presentations and through less formal channels such as newsletters, listservs, and
announcements. For additional details, see Section 7.

3. Human Subjects Related Data

Our processes for interacting with and protecting human subjects follow our University requirements
which in turn adhere to federal regulations established by the Department of Health and Human Services
(and other agencies when applicable). All investigators are required to complete human subjects training
prior to engaging with human subjects. In the case of our proposed work, our user studies will be
considered human subjects research and cannot be started without an IRB-approved plan. Plans
include a description and justification of the research goals and methods; key personnel; recruitment
activities and materials; the intended target audience and their relevance; procedures for obtaining
informed consent; all instruments, surveys, questions, tools, methods, etc. that will be used in
collecting participant data; a description of how data will be stored and protected. In addition, special
reviews may be needed if participants are from certain vulnerable or other populations. Our user
studies are generally found to be exempt from needing full committee review, but are reviewed and
approved first at the departmental level, then by designated staff in the Human Subjects Protection
Office, under the Office of the VP of Research.

Data collected in our user studies will fall into these categories: 1) Participants names and consent
records; 2) Demographic information (for example, age, gender, education level); 3) Other relevant
personal information (e.g., comfort level with technology, use of the Internet); 4) Data collected from the
study (e.g., participants’ responses on questionnaires, their performance on tasks, etc.) In all cases, only
the consent records (1) contain personally identifiable information; all other data (2-4) are de-identified
related only through codes which cannot be traced back to individual participants. If stored online,
consent records will be encrypted; if on paper, they will be securely stored in a locked file, initially in the
PI’s office. All data collected from human subjects research is stored for a total of six years: three years
within the managing office, and an additional three years at RMA. Results of the studies will be
submitted for publication.
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